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1. Introduction
1.1 Entanglement as fundamental resource [1]
Quantum communication are based on entanglement. When two qubits, the quantum counterparts of a classical bit, are entangled, their individual states cannot be separately described: a
state change, i.e., a qubit reading, in one of them implicitly comes with a change in the other one, regardless the physical distance between them. Thus, the readings at the two entangled qubits
exhibit non-classical correlations that can be used to design new applications not possible with classical communication, such us quantum cryptography or distributed quantum computation.
1.2 Elementary link vs virtual link generation [1]
An elementary link is an entanglement between two qubits located at two physically separated nodes (e.g., between nodes A and B in Fig.1). Its success probability Pe exponentially decreases
with distance, which means that short long distance entanglements (e.g., between A and B, or B and C, in Fig. 1) have more likely to succeed than long distance entanglements (e.g., between A
and C, in Fig. 1). To overcome this issue, we can create a virtual link (e.g. A-C) over two elementary links (e.g., A-B and B-C) via entanglement swapping. This process consumes the
previously generated elementary links on a path between two end-points to produce a new entangled pair between the two remote ends. When this process must be successively iterated to
create very long distance entanglements, the intermediate generated entanglements must be stored on the so-called quantum memories to be consumed later.
1.3 Quantum memory lifetimes [1]
The probability that a qubit stored in a quantum memory is still, after a certain time, in its original state (e.g., an entangled state) decreases with time. This probability is referred as to memory
efficiency ηm [2], and its decay is known as decoherence. This process is the consequence of the progressive interactions of the quantum memory with the environment, since a memory cannot
be perfectly isolated from it. The entanglement swapping success probability Ps depends on the memory efficiency ηm of the oldest loaded quantum memory involved in the swapping.

2. Problem Statement as Markov Decision Process (MDP) 3. Reinforcement Learning (RL) 

If we do not possess models characterizing precisely the elementary link generation
probability Pe and the memory efficiency ηm (and, thus, the entanglement swapping success
probability Ps), the state transition probabilities are unknown. In this case, we can apply
Deep Reinforcement Learning (DRL) [4],[5] to find a policy (set of actions depending on the
current state) that maximizes the virtual link generation rate. Here, this policy consists of
finding the best cutoff time tc for the oldest elementary link (see Section 2).
To do that, we use OpenAI Gym [6] to program in Python an environment modelling the
MDP as described in Section 2. The agent is also programmed in Python as a neural
network that outputs an action a based on the input state s. The neural network is trained
using the DRL algorithm called Deep Q-Network (DQN) [5] provided by the OpenAI
Baselines library [7]. DQN learns a “Quality” value (the Q-value) for each pair (s,a).
Below, we depict the training performance in Figures 2 and 3. Fig. 2 shows the temporal
evolution of the Temporal Difference (TD) error: the difference between the actual Q-value
outputted by the agent and a estimate of this Q-value. We see that the TD error quickly
converges to 0. Fig. 3 depicts the episode reward evolution with time. An episode reward
is the sum of the rewards r produced during all the steps in a training episode. We observe
that the average episode reward increases with time, stabilizing after 600 episodes.

4. Results

In Fig. 4, we compare the policy learned by the DRL agent with two benchmarks:
v The Inf-cutoff-time policy: the cutoff time of the oldest link is set to infinity, then, when it

is set up, we keep it till the second succeeds without taking care of the decoherence.
This is the by-default policy considered by the State-of-the-Art [8],[9]. It represents a
lower bound on the optimal policy.

v The opt-cutoff-time policy: the optimal cutoff time of the oldest link is found by brute
force. This process cannot scale up with larger problem instances. It trivially represents
an upper bound on the policy learned by the DRL agent.

We test the policies by simulating the
MDP process 1000 times. An “Episode”
is a simulation instance. Each episode
is divided in 10 000 steps.
We observe that the DRL agent clearly
outperforms the Inf-cutoff-time policy
and is close to the opt-cutoff-time
policy.
The found cutoff times are:
v DRL policy : 146.0 steps
v opt-cutoff-time policy: 108 steps

6. Conclusion

In this study, we explore if DRL can be used to learn policies maximizing the virtual link
generation rate via entanglement swapping.
In the scenario where a model of the entanglement success probabilities is not known, we
have obtained some first results pointing out that we can “discover” a close-to-optimal policy
outperforming the the State-of-the-Art Inf-cutoff-time policy.
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The management of a virtual link generation over two elementary links via entanglement
swapping can be formulated as a Markov Decision Process (MDP) [3]. In this process, we
aim to maximize the number of successful entanglement swaps per time unit, i.e., the
virtual link generation rate. To generate the virtual link, two elementary links must have
been successfully created before attempting the entanglement swapping with probability
Ps. The older the first generated elementary link is, the more likely the swapping will fail
(see Section 1). Then, after a so-called cutoff time tc, discarding the oldest elementary link
and resetting it becomes beneficial. Unfortunately, this reset is a stochastic process with
success probability Pe, which must be repeated till success, delaying the swapping attempt.
Thus, the cutoff time tc of the elementary link has to be carefully selected to reduce the
time between two successful swaps and maximize the virtual link generation rate.
Now, we describe the aforementioned process as a MDP. A managing agent can apply a
certain action a after observing the current state s. The execution of this action will trigger
a transition into a new state s’ with a certain probability. The agent receives a reward r
based on the “quality” of the pair (s,a) to maximize the objective. In our case, state, action
space and reward can be characterized as follows.
The system state (action) consists of the concatenation of the states (actions) of the two
elementary links and the virtual link. The state of each link is a vector s= [x,m], where

v x = {1 if entanglement is active; 1, otherwise}
v m is the entanglement age (-1, if entanglement is inactive)

The action space of each link can take two values:
v 0: WAIT, i.e., to do nothing.
v 1: (RE)SET, i.e., to (re)try the link generation with a success probability Pe (Ps) for a

elementary (virtual) link.
The reward is defined as:

v r = {1 if entanglement swapping succeeds; 0, otherwise}

Fig. 1. Elementary link vs virtual link

Fig. 2. TD error evolution 

Fig. 4. DRL agent vs benchmarks

Fig. 3. Episode reward evolution 
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