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Preface

With the view that a complex system includes “any object whose behavior as
a whole is not determined in a simple way by the behavior of its individual
constituents”, the Complex Systems Academy covers a broad spectrum of
scientific activities that often cross conventional scientific fields.

Following the first two years of existence of the Academy, this edition
of the Proceedings of the Complex Systems Academy of Excellence was
prepared in the wake of the first “Complex Days” Academy-wide meet-
ing, which took place in Nice in January 2018. As such, this book is a non-
exclusive window into the many research topics that are currently addressed
at the Université Côte d’Azur within the scope of the Academy. Far from
being an exhaustive list or final word, it is only a glimpse of the ongoing
research at a very precise point in time.

Still, as will be evident to the reader, many topics are discussed in the
following chapters, ranging from mathematics and physics to archeology,
chemistry and space science or ecology and biophysics. Can such a diversity
be categorized? Would it even be really productive at the time of writing?
Inspired by one of the most emblematic phenomena encountered in complex
systems, namely “self-organization”, the organizers of the meeting and the
editors of this compendium deliberately decided not to categorize. Instead,
the choice was to mix topics as much as possible and to leave the reader
to construct from the parts his or her own vision of the whole, free from
disciplinary silos.

The editors of this volume thank all the participants of the meeting, with
special thanks to the contributing authors of the Proceedings.
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Polynomial interpolation in
higher dimensions

Alexandru Dimca

Abstract We describe a recent advance in the theory of interpolation in the
plane, based on the theory of line arrangements in the complex projective
plane.

1 Interpolation in dimensions one and two

1.1 Lagrange interpolation

We denote by R the field of real numbers and by C the field of complex
numbers. Let p1,..., pn be n real numbers, thought of as n points on the real
line.

Assume that each point pi has an associated number ci ∈R, thought of as
the result of a measurement effectuated at the point pi, for i = 1,2, ...,n, of a
physical entity of interest to us, e.g., temperature, pressure, or density of a
substance. Let S = {p1, p2, ..., pn} be the set of these n points, and

f : S→R

the function defined by f (pi) = ci for i = 1,2, ...,n. In order to move from
experiment to theory, we would like to find a formula for this function f .
The most natural idea is to look for a polynomial P(x) of minimal possible
degree such that one has

Alexandru Dimca
Université Côte d’Azur, CNRS, LJAD, France, e-mail: dimca@unice.fr

dimca@unice.fr


2 Alexandru Dimca

f (pi) = P(pi) for all i = 1,2, ...,n.

The hope is that this polynomial will in fact satisfy f (t) = P(t) for any real
number t, and hence our discovered formula would allow us to make pre-
dictions as well.

−2 −1 1 2 3 4

−2

−1

1

2

3

x

y

(p4, c4) = (3,1)

Fig. 1 The n = 4 points (pi, ci) are on the parabola y = P(x), with P(x) = x2 − 3x + 1.

The following result was first published by Waring in 1779, rediscovered
by Euler in 1783, and published by Lagrange in 1795.

Theorem 1. For any n distinct real numbers pi, i = 1,2, ...,n, and any given n
values ci, i = 1,2, ...,n, there is a unique polynomial P(x) of degree at most n− 1,
such that P(pi) = ci for all i = 1,2, ...,n.

To give a formula for P(x), consider, for any i = 1,2, ...,n, the degree n − 1
polynomial

Qi(x) =
Πj=1,n;j 6=i(x− pj)

Πj=1,n;j 6=i(pi − pj)
,

and note that Qi(pi) = 1 and Qi(pk) = 0 for any k 6= i. With this notation one
has

P(x) = ∑
i=1,n

ciQi(x).

Consider the vector space of polynomials of degree at most d, denoted by
R[x]≤d, and the linear map given by evaluation

εd : R[x]≤d→RS = Rn, ε(Q)(pi) = Q(pi),
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for any i = 1,2, ...,n, where RS denotes the vector space of all functions S→
R. The above results say that εd is injective if and only if d≤ n− 1, and εd is
surjective if and only if d ≥ n− 1. Such results are true over any field: R, C

or even finite fields.

1.2 Interpolation in dimension 2

Let now pi = (xi,yi) for i = 1,2, ...,n be n points in the plane R2. Assume
each point has an associated value ci ∈R, thought of as the result of a mea-
surement at the point pi. Let S = {p1, p2, ..., pn} be the set of these points,
consider the associated function f : S→ R given by f (pi) = ci and look for
the minimal degree d such that there is a polynomial Q ∈R[x,y] of degree d
satisfying

f (pi) = Q(xi,yi) for all i = 1,2, ...,n.

This is the old question, but the setting is new: the answer now depends on
the position of the points pi in the plane.

Example 1 (3 points in the plane). If the 3 points p1, p2 and p3 are not collinear,
then we can take d = 1. Indeed, as above, we can construct 3 polynomials
Q1, Q2 and Q3, by taking the equations of lines passing through two of the
points pi. When the 3 points p1, p2 and p3 are collinear, then the minimal
degree is d = 2. Indeed, there are conics passing through two of these points
and avoiding the remaining one.

We discuss now a special type of interpolation node, i.e., a special class of
choices for the points pi’s. Consider a finite family of lines Lj : `j(x,y) =
ajx + bjy + cj = 0 in the plane R2, for j = 1,2, ...,m. If these lines are generic,
i.e., no two are parallel and no three are concurrent, then we get precisely

N =

(
m
2

)
intersection points, which will play the role of our points pi.

Theorem 2. For any m generic lines in the plane and any given N values ci associ-
ated to their intersection points pi, there is a unique polynomial P(x,y) of degree at
most m− 2, such that P(pi) = ci for all i = 1,2, ..., N. More precisely, the evaluation
map

εd : R[x,y]≤d→RS = RN , ε(Q)(pi) = Q(xi,yi),
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pi = (xi,yi)

Fig. 2 m = 4 generic lines in the plane

is surjective if and only if d ≥ m − 2 and it is injective for d ≤ m − 2. A similar
claim of surjectivity holds when the lines are replaced by any nodal curve C of degree
d and the intersection points by the set of nodes of C.

Note that the degree of P is much smaller than the number of interpolation
points pi, namely m − 2 < N = m(m − 1)/2. The injectivity claim is easy,
using Bezout Theorem about the intersection of two plane curves. The sur-
jectivity is subtle, the proof uses Hodge theory, see [7]. The case when C is a
Chebyshev curve is particularly interesting, see [6].

2 Projective Duality and Interpolation

From now on we move from the real field R to the complex field C, and from
the affine plane C2 to the projective plane P2, with coordinates (x : y : z). A
point p in P2 is given by 3 homogeneous coordinates

p = (a : b : c),

where a,b, c ∈C are not all zero. To such a point we can associate a line Lp in
P2, given by the equation

Lp : ax + by + cz = 0.

Hence to a set of points S = {pi : i = 1,2, ...,n} in P2, we can associate a line
arrangement AS = {Lpi : i = 1,2, ...,n} in P2. The multiplicity of a point p in
a line arrangement A is the number of lines of the arrangement A passing
through p. For more on line arrangements we refer to [4].
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2.1 Splitting type of a line arrangement

Why to pass from points to lines ? Because line arrangements have a lot of
geometry. In particular, for any line arrangement A in P2 one can define
a rank two vector bundle E = E(A) on the projective plane P2, the bundle
of logarithmic vector fields along A. If L is a generic line in P2, then the
restriction E|L splits as a direct sum of two line bundles on L = P1, with first
Chern classes given by two negative integers, say (−a,−b), with 0 ≤ a ≤ b.
The pair (a,b) is called the splitting type of E and satisfies a + b = |A| − 1.
For details, see [1, 5].

2.2 A new look at the 1-dimensional case: a refinement

The fact that the evaluation map

εd : R[x]≤d→RS = Rn, ε(Q)(pi) = Q(pi),

is surjective for d ≥ n− 1 is equivalent to the claim that

dimkerεd = dim{Q ∈R[x]≤d : Q(pi) = 0 for any i} = d + 1− n,

for d≥ n− 1. Now fix an integer k≥ 1, consider a new point q ∈R, but q /∈ S,
and define a new evaluation map

εd,q,k : R[x]≤d→Rn+k = Rn ×R[x]≤k−1,

where ε(Q)(pi) = Q(pi) ∈R and ε(Q)(q) = Tk−1Q(q) ∈R[x]≤k−1 is the (k−
1)-st Taylor expansion of the polynomial Q at the point q.

In particular, ε(Q)(q) = Tk−1Q(q) = 0 if and only if the first (k− 1) deriva-
tives of Q vanish at q, namely Q(j)(q) = 0 for all 0 ≤ j ≤ k − 1. It is easy to
show that this new evaluation map is surjective for d≥ n + k− 1, and hence

dimkerεd,q,k = d + 1− n− k,

for d ≥ n + k − 1. The practical interest of this refinement is that, for in-
stance, a zero Taylor expansion of high order means very small values for
the polynomial Q in the neighborhood of the given point q.
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2.3 A new 2-dimensional interpolation problem

Starting with a given set of points S = {pi : i = 1,2, ...,n} in P2, we fix an
integer k ≥ 1, and define I(S)d to be the vector space of homogeneous poly-
nomials Q ∈ C[x,y,z]d such that Q(pi) = 0 for any i = 1,2, ...,n. Choose then
a generic point q ∈ P2 and consider the vector space V(d,S,k,q) of homoge-
neous polynomials Q ∈ I(S)d such that Tk−1Q(q) = 0. The expected dimen-
sion of this vector space is

dime V(d,S,k,q) := dim I(S)d −
(

k + 1
2

)
,

when this number is positive. An important special case is when d = k,
which is also the simplest case to consider. In this setting, we introduce the
following notion, see [2].

Definition 1. We say that the set S admits an unexpected curve of degree k
if

dimV(k,S,k,q) > dime V(k,S,k,q) ≥ 0.

The main result in this direction is the following, see [2].

Theorem 3. Let S be a finite set of n points in P2 and let (aS,bS) be the splitting
type of the dual line arrangementAS. Then S admits an unexpected curve of degree
k if and only if the following hold.

• aS + 1≤ k ≤ bS − 1;
• the multiplicity of any intersection point in AS is at most aS + 1.

2.4 An example: the complete polygonal arrangements

Consider a regular polygon with N ≥ 3 edges, and the associated line ar-
rangement A consisting of the following 2N + 1 lines

• the N lines determined by the N edges of the polygon,
• the N symmetry axes of the polygon, and
• the line at infinity.

This type of line arrangement occurs in the following result, see [3].

Theorem 4. For N even, the complete N-polygonal arrangement has an unexpected
curve of degree N.
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Fig. 3 Complete 4-polygonal arrangement; the line at infinity is drawn as the red circle.

The proof uses the theory of supersolvable line arrangements to show that
a = N − 1 and b = N + 1. As an example, for N = 4 we get a = 3 and b = 5.
Hence A admits an unexpected curve of degree 4 by the result in see [2].

In the case N = 4, the complete N-polygonal arrangement is the dual ar-
rangement AS, where the set of points S consists of the points (0 : 0 : 1),
(0 : 1 : 0), (1 : 0 : 0), (1 : 1 : 1), (0 : 1 : 1), (1 : 0 : 1), (1 : 1 : 0), (−1 : 1 : 0),
(1 : 1 : 2). This situation was considered first by B. Harbourne in [8].
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Compressions of a
polycarbonate honeycomb

André Galligo, Jean Rajchenbach and
Bernard Rousselet

Abstract The in-plane compressive response of a polycarbonate honeycomb
with circular close-packed cells is considered first experimentally, then an-
alytically. Under quasi-static uniaxial compression we observed behaviors
that strongly depended on the orientation: for one of the two main orien-
tations the compression is homogeneous, while for the other the deforma-
tion localizes in a very narrow band of cells. More surprisingly, for extreme
but not crushing compression, when the load is released, the deformation
is reversed, the localization disappears and the polycarbonate returns to its
original shape. In order to explain these strange phenomena, we develop
a geometric model of this honeycomb together with an expression of the
bending energy. We focus on a basic mechanical element made of an elas-
tica triangle. We also compare our description with previous experimental
studies and simulations made with similar material. Finally, to illustrate this
type of behavior mathematically, we present a simple model for buckling
deformations with two degrees of freedom, which is also reversible.

André Galligo
UCA, LJAD e-mail: galligo@unice.fr

Jean Rajchenbach
UCA, Inphyni e-mail: Jean.Rajchenbach@unice.fr

Bernard Rousselet
UCA, LJAD e-mail: bernard.rousselet@unice.fr

galligo@unice.fr
Jean.Rajchenbach@unice.fr
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1 Introduction

Honeycombs are a widely used material and it is important to understand
the mechanism governing their responses to compressions. Here we con-
sider a polycarbonate honeycomb with circular close-packed cells, as shown
in the following pictures, which we submitted to an in-plane quasi-static
uniaxial compression, with different orientations. Since the common tan-
gents to the circles of the plane initial configuration form an hexagonal mesh,
there are two different natural directions of compression, namely, when the
vertical compression axis is either parallel or perpendicular to a tangent.
In the first case, the circles are positioned in columns, and in the second
case they are in a staggered arrangement. We observed that, as expected, in
the first case the deformation was homogeneous, compressing all the rows.
However, in the second case we observed localization along a few horizon-
tal rows. More surprisingly the second kind of deformations were also re-
versible, contradicting usual expectations.

To understand these phenomena, we first compared our observations
with other published experiments, mainly the excellent work of S. Papka et
S. Kyriakides [3], which is accompanied by coherent simulations performed
by a detailed computer model. While their aim was to describe the differ-
ent steps of a complete crushing of a material, the first steps of their de-
scribed experiments coincide with ours. So our first contribution is the ob-
servation of what happens when one releases the load after the localization
is achieved, and the surprising fact is that the process is reversible.

Our second contribution is the description of a geometric model for the
deformation of the circular close-packed cells and the corresponding hexag-
onal mesh, controlled by the evolution of the total bending energy of the
mechanism. For that purpose, we propose an alternative decomposition of
the material in an aggregate of curved triangles instead of the obvious aggre-
gate of circles. We also develop spline approximate models of their geome-
try. All of this allows us to provide a rational explanation for the considered
phenomena.

The last section will be dedicated to the presentation and the mathemat-
ical analysis of a simple mechanical model with two degrees of freedom.
The target will be to somehow illustrate, with a much simpler model, the
observed localization of the deformations that combines a kind of buckling
with a rotation; in particular the process is reversible.

We thank the CNRS Fédération Doeblin, for its support during the prepa-
ration of this work.
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1.1 Experiments

We submitted a circular polycarbonate honeycomb to a in-plane quasi-static
uniaxial compression, along two compression directions, either parallel or
perpendicular to a cell tangent. We observed two completely different be-
haviors: either a homogeneous deformation or a localization.

Figure 1 shows the first and last step of a compression (before a release of
the load); we observe that the middle rows of the cells are strongly bent on
the left or on the right and almost crushed. In other words the deformation
localizes along the middle rows.

We also notice a quasi invariance by some horizontal translations.

Fig. 1 Compression of a circular honeycomb in a staggered stack

The very surprising fact is that when we stop the compression at this
point and leave the material free to relax, it returns to its initial configu-
ration. In an important paper [3], S. Papka and S. Kyriakides studied the
crushing of the same kind of polycarbonate honeycombs that we are consid-
ering. We refer to the figure 2 of page 243 of the article [3] of S. Papka and S.
Kyriakides that describes the sequence they observed through 8 successive
images of deformed configurations, corresponding to the response to a long
compression. The images labeled (0) to (3) completely conform to our ob-
servations, with the same kind of localization phenomena (before we release
the load).

S. Papka and S. Kyriakides also mentioned accurate measures of the geo-
metric characteristics of the cells of the honeycomb, pointing out variations
of wall thickness and “ovalisation”, illustrated by a schematic that we show
in the left panel of Figure 2. These facts were also confirmed in an article [1]
by L.L. Hu, T.X. Yu, Z.Y. Gao and X.Q. Huang, who also provided a convinc-
ing photo taken with a microscope.

We emphasize that, on the image, we can observe that near the stick
points, the ovals coincide at a higher order than a usual tangent point. We
based our model on this important observation.
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stress

displacement

Fig. 2 Left panel: Sketches of the microscopic geometry near a stick point. Right panel:
Non-linear behavior of the response.

S. Papka and S. Kyriakides recorded the compressive response in order to
describe the different steps of the crushing, in the right panel of Figure 2 we
sketched a graph summarizing the non-linear evolution of the stress against
the displacement for our own experiment (before the final crushing). The
numbers on this graph correspond to those of Figure 5.

Finally, we also report that S. Papka and S. Kyriakides provided a com-
puter model of the compression process. Their problem was discretized us-
ing the software ABAQUS with quadratic beam elements; the simulation
of the crushing of a honeycomb was consistent with the observations sum-
marized in the figure cited above and allowed us to precisely describe the
process.

2 Geometric Modelization

We consider that the basic polycarbonate material of the curved walls is
isotropic and hyper elastic, which implies that it admits reversible elemen-
tary deformations.

We will assume that the length of each arc of the curve between two stick
points does not vary during a deformation and that the deformations keep
the sections in the same plane, so the entire study will be conducted in 2D.
An invariance by horizontal translations is also assumed.
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We consider that the glue between the “circular” packed cells plays a
key role that we formalize through the two following geometric hypothe-
sis: During all the compression and release processes we consider that the
curvatures at the sticking points are zero. At the beginning of the compres-
sion the 3 semi-tangents at the stick points of a curved triangle meet at the
same point. This property remains true for small deformations or when the
triangle admits a symmetry axis.

Assuming this simplifying property, we can associate to the polycarbon-
ate an abstract hexagonal mesh (made of small tangent segments), which re-
sembles an hexagonal honeycomb and follows the deformation of the poly-
carbonate.

It makes sense to view the polycarbonate honeycomb not as an aggregate
of packed circles, but as an aggregate of curved triangles (represented by
Bezier splines) that can be deformed, provided that any two adjacent semi-
tangents coincide.

Fig. 3 Model of a curved triangle, undeformed and deformed.

We now present an explanation of the unexpected phenomena observed
in our experiments. Let us emphasize, with the illustration of Figure 4, that
the initial curved triangles are positioned differently relatively to the load,
so that after the first step of the compression the remaining axial symmetries
are different.

Fig. 4 Two distinct directions of conserved symmetry.
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Let us consider, in both cases (stacks in columns or staggered), the effects
of a compression.

2.1 Stack “in columns’

• The compression respects the horizontal symmetry of each curved trian-
gle, of each oval, and of each hexagon formed by the tangents.

• The stack of hexagons made by the tangents deform (reversibly) to a flat-
tened stack of hexagons.

2.2 ”Staggered“ stack

• After a certain load the ”horizontal“ side of the triangle reaches a max-
imum allowed length, then either it stops deforming or it buckles and
a vertex bends (randomly on the left or on the right), then the triangle
rotates in that direction.

• This behavior localizes along a few rows where imperfections provide the
weakest resistance to buckling.

• In this process these curved triangles eventually rotate by an angle of π
6 ,

and behave in a way similar to the one described for the curved triangles
in a stack “in columns”.

The whole phenomenon is illustrated on the sequence of four images
shown in Figure 5, their ordering 1 to 4 correspond to those of Figure 2.
To emphasize the described process, we chose three different colors to sin-
gle out the behavior of each of the curved triangles surrounding an oval in a
localizing row. Note that a central symmetry is clearly conserved.

When the load is released, each flattened, curved triangle reacts elasti-
cally, in particular those in the upper and lower rows that did not buckle or
rotate, and recover their original form. In the localized rows, the vertices that
were forced to meet are separated, can relax, the process is then inverted and
the curved triangles in the localization row rotate in the opposite direction.
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Fig. 5 Deformations and rotations around an oval.

3 A simple model for buckling deformations

In this section we present a model with 2 degrees of freedom made of 3 bars
linked with 2 hinges; one bar is linked to a fixed hinge, whereas the third one
is linked to a hinge that can move horizontally and on which a horizontal
load is applied. The system may be described with 3 angles of the bars with
respect to the unloaded configuration φ1,φ2,φ3; see the figure below. The
work of the applied load is Pw, where the horizontal displacements of the
hinges are:

u0 = 0,u1 = l1(1− cos(φ1)), u2 = l1(1− cos(φ1)) + l2(1− cos(φ2)),
w = l1(1− cos(φ1)) + l2(1− cos(φ2)) + l3(1− cos(φ3)).
The horizontal ones are: x0 = 0, x1 = l1 sin(φ1), x2 = l2 sin(φ2), x3 = 0 and

we have: x2 − x1 = l3 sin(φ3); φ1 = arcsin( x1
l1
), φ2 = arcsin( x2

l2
) and φ3 =

arcsin( x2−x1
l3

).
We assume that torsion springs are active on hinges A1 and A2; we denote

the relative angle of rotation of each bar with θ1,θ2 with respect to its neigh-
bor; θ1(x1, x2) = φ1(x1, x2)− φ3(x1, x2), θ2(x1, x2) = φ2(x1, x2) + φ3(x1, x2).

Assuming the torsion springs to be linear elastic, the strain energy is
1
2 (K1θ2

1 + K2θ2
2). Then the total energy involving the work of the applied

load is

V(x1, x2) =
1
2
[K1(θ1(x1, x2))

2 + K2(θ2(x1, x2))
2]− Pw(x1, x2). (1)

With this energy, we get the equilibrium equation: ∂V
∂x1

= 0, ∂V
∂x2

= 0.
To simplify the computations, we assume here that l1 = l2 = l3 = 1 and

that K1 = K2 = 1. Then by symmetry, the equilibrium can be reached only if
x2 = x1 or x2 = −x1.
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For P < 1, then x = 0 is the only stable equilibrium. For 1< P < 3, then x =
0 is an unstable equilibrium and two stable equilibriums appears for x2 = x1

and P = arcsin(x1)
x1

, i.e., |x1| almost equal to
√
(6(P− 1). For P > 3, two stable

equilibriums appear for x2 = −x1 and |x1| almost equal to
√
(2(P− 3)/3.

This corresponds to the configuration shown in the next figure.
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Measurement of temperature
and thermal gradients using

fibre optic long period gratings

Frédéric J Lesage

Abstract Ultraviolet-written Long Period Fibre Gratings are demonstrated
to be affective tools when measuring thermal gradients of a thermally con-
ductive material. More specifically, variations in the thermal system of a
substrate are detected through transmission spectrum responses. While it
is well known that uniform temperature leads to pure wavelength shifts of
the transmission spectrum minimum, observed changes in transmission loss
lead to predictions of thermal gradients. Since Fourier’s law of heat conduc-
tion implies that heat flux measurements of known conductive materials can
be predicted with knowledge of the temperature gradient, the present work
demonstrates that optical fibres may be used to develop photonic heat flux
sensors. Such an advancement would have a significant impact in industries,
such as building materials, in which embedded sensors are used to predict
surface thermal boundary layer conditions.

1 Introduction

In the physical sciences, our capacity to measure physical phenomena dic-
tates our ability to make scientific observations and to formulate conclu-
sions. For this reason, there is great interest in the scientific community to
improve the precision in temperature and heat flux measurements. Indeed,
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accurate accounts of thermal profiles are key in design, safety, control, and
maintenance of a large array of industrial processes [1, 2]. Rather than dis-
cuss all processes involving thermal measurements, this paper focuses on
the need for improved temperature and heat flux sensors for building ma-
terials. More specifically, in the construction industry deteriorating building
foundations are due to premature form-work removal (or stripping) when
curing structural concrete resulting in a material resistance that is inferior to
that which was intended [3]. Strategies to control concrete resistance aim to
measure real time curing temperature evolution by inserting a temperature
sensor in the form-work before curing begins [4]. The information provided
allows for adjustments to be made to the water, limestone and aggregate
quantities and to pinpoint the removal time of the concrete encasing [5].

Katipamula and Brambley [6] highlight the need for building material
temperature measurements for improved habitat comfort, and for more effi-
cient building energy systems. Other needs for temperature sensors in build-
ing materials gravitate towards the detection of faulty design, energy con-
sumption, and structural damage [7,8]. Currently, conventional temperature
sensors present certain limitations. As detailed in [1], they can be fragile,
be unstable over long-period use, overheat, heat the substrate, and are sub-
ject to electromagnetic interference. Furthermore, they are inconvenient over
large distances [2]. The present study explores the use of fibre optics as a
temperature sensor and as a heat flux sensor. The main thesis of this work is
that long-period fibre gratings can be calibrated to measure simultaneously
temperature and heat flux. Furthermore, the precision of the measurements
relative to conventional methods is promising. This is due to the fact that the
measurements rely on the degree of accuracy of wavelength and transmis-
sion spectrum measurements.

2 Background

Fibre optics are generally made of glass and have the ability to channel light
over large distances with minimal loss. They are widely used in telecommu-
nications and have more recently been used as sensors for various applica-
tions [9]. The use of fibre optics as sensors was made possible by the devel-
opment of Fibre Bragg Grating (FBG), characterised by their core’s periodic
variations in refractive index, and by Long-Period Fibre Grating (LPFG),
which feature periodic perturbations in the cladding mode. These fibres
have been shown to be sensitive to temperature and deformation [10–12].

In this study, Ultraviolet Long-Period Fibre Gratings (UV-LPFG) are used
to detect variations in the transmission spectrum with respect to heat flux
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and temperature. As illustrated in the UV-LPG section of Fig. 1, the per-
mutations are written into the fibre cladding and the core (such as in [13])
periodically, thereby changing the propagation modes. The result is a graph-
ical dip in transmission spectrum representing a power loss that is sensitive
to the light’s energy levels (hc/λ).

Fig. 1 Incident light refracting through the core and cladding of an Ultraviolet Long-
period Fibre Grading (UV-LPFG) with a thermal gradient maintained using Peltier mod-
ules.

Light propagates in the optical fibre according to Snell’s law (also known
as Descartes’ law) which states that:

no sin ao = n1 sin a1 (1)

in which ni represents the index of refraction of the medium i, ao is the in-
cident angle from air and a1 is the refracted angle into the core of the fibre.
Refraction propagates through the fibre in which the core-cladding refrac-
tion is also determined by Snell’s law such that n1 sinθ1 = n2 sinθ2. Total
internal reflection is achieved when θ2 = π/2 thereby identifying the critical
incident angle ac as that for which

sin ac =
1
no

√
n2

1 − n2
2 (2)

In this study, a UV-LPFG is placed in a thermal system environment that
measures it’s transmission spectrum with respect to temperature and to heat
flux in an effort to provide the ground-work for photonic heat flux and tem-
perature sensors.
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3 Experimental Set-up

A CLS-561 light source providing 23 dBm (≈ 200 mW) with a spectral power
stability of ±0.2 dB for wavelengths ranging from 600 nm to 1700 nm pro-
vides incident light to an optical fibre. A BK Precision 9201 electric cur-
rent source is used to power two thermoelectric Peltier modules that are
30 mm× 30 mm× 3.8 mm. The modules are used to control the thermal sys-
tem acting on the fibre. An Agilent 86142B is used to measure the transmis-
sion spectrum and an Agilent 34970A is used to measure the temperature
data provided by thermocouples.

Experiments are performed in which the transmission spectrum is mea-
sured for varying temperatures, temperature gradients and distances be-
tween the Peltier modules. The tested LPFG of length 5 cm exhibits a sen-
sitivity of dλc/dT = 0.1286 nm/K for which λc is the centre wavelength
corresponding to the wavelength generating the minimum in the transmis-
sion spectrum. The sensitivity is measured for a mean temperature varying
over 35 ◦C. The experimental apparatus measures centre wavelength with
an accuracy of 0.05nm, which translates into a mean temperature accuracy
of 0.4 ◦C. As losses and minimum power level measurements can be per-
formed with an accuracy of 0.01 dB, UV-LPFG are used for the simultaneous
measurement of temperature gradient and mean temperature by tracking
the changes in transmission spectral minimum and centre wavelength.

4 Experimental results

4.1 Transmission response to temperature gradient

We consider the case in which a target mean temperature is applied to the
fibre and the transmission spectrum is measured. The experiments are re-
peated for varying thermal gradient while maintaining the same target mean
temperature. The experimental results illustrated in Fig. 2 demonstrate that
an increase in temperature gradient dictates a decrease in the lower peak
of the transmission spectrum and that the wavelength generating the peak
is independent of temperature gradient. The temperature gradient is iden-
tified by the temperature differences (∆T) generated by the Peltier modules
since they are maintained at a fixed centre-to-centre distance of 30 mm.

Similar experimental observations were observed for mean temperatures
of 10, 15, 20, 25, 30, 35 and 40 ◦C in which each set of experiments was
conducted over the same range of temperature gradients as that of Fig. 2.
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Fig. 2 Transmission spectrum with respect to varying thermal gradients (denoted ∆T)
with fixed distance between Peltier modules and fixed mean temperature T̄.

Figure 3 presents the measured transmission spectrum minimums (de-
noted αmin) with respect to temperature gradient for varying mean tempera-
tures. The results show a linear dependence between transmission spectrum
minimums and temperature differences. Furthermore, a curve fitting to the
measured data is used to provide a predictive tool. More specifically, the
following linear equation predicts the thermal gradient from transmission
spectrum results for the tested optical fibre.

∆T(αmin) = −137.1αmin − 1577.9 (3)

Fig. 3 Minimum transmission spectrum with respect to varying thermal gradient.
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4.2 Transmission response to mean temperature

We now consider the case in which a target temperature difference is main-
tained for a series of experiments with varying mean temperatures. The re-
sults illustrated in Fig. 4 show that as the mean temperature increases, the
lower peak of the transmission spectrum remains constant. However, the
results also show the centre wavelength increasing mean temperature.

Fig. 4 Transmission spectrum with respect to varying mean temperature (T̄) with fixed
thermal gradient.

Similar experimental observations were observed for ∆T values of−20, −
10, 0, 10 and 20 ◦C in which each set of experiments was conducted over the
same range of mean temperatures as that of Fig. 4.

The results illustrated in Fig. 5 show a linear relation between the centre
wavelength and the mean temperature. The following linear curve fit can
be used to predict the substrate’s mean temperature from the transmission
results for the tested optical fibre.

T̄(λo) = 13.1λo − 18549.0 (4)

Equations (3) and (4) imply that the transmission spectrum measure-
ments, and more specifically, the coordinates of the peak dip in transmission,
can be used to determine the mean temperature and the thermal gradient of
a material over a length spanning 30 mm. The accuracy of the ∆T and T̄ mea-
surements is evaluated as being within 0.34◦C due to the peak transmission
measurements being within 0.0001 dB.



Measurement of temperature and thermal gradients... 23

Fig. 5 Centre wavelength with respect to mean temperature

5 Conclusion

This work shows that optical fibres can be used to simultaneously measure
the thermal behaviour of a substrate. It is demonstrated that the mean tem-
perature is a linear function of the transmission spectrum’s centre wave-
length and that the temperature gradient is a linear function of the trans-
mission spectrum’s minimum value. Therefore, by applying Fourier’s law
of heat conduction, a single photonic sensor can be calibrated and used to
measure the temperature and heat flux of a substrate with known propri-
eties. This technology has potential applications in many industries, such as
combustion engines, integrated circuits and building materials since current
heat flux sensors require two temperature readings resulting in a high un-
certainty. Furthermore, optical fibres can be easily embedded into materials
thereby providing surface boundary conditions by using the inverse heat
conduction method.
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Nudging-based observers for
geophysical data assimilation

and joint state-parameters
estimation

Samira Amraoui, Didier Auroux, Jacques Blum,
Blaise Faugeras

Abstract Oceans and the atmosphere are governed by the general equa-
tions of fluid dynamics. Data assimilation consists of estimating the state of
a system by combining, via numerical methods, two different sources of in-
formation: models and observations.
The Back and Forth Nudging (BFN) algorithm is a prototype of a new class
of data assimilation methods. The nudging technique consists in adding a
feedback term in the model equations, measuring the difference between the
observations and the corresponding space states. The BFN algorithm is an
iterative sequence of forward and backward resolutions, all of them being
performed with an additional nudging feedback term in the model equa-
tions.
These nudging-based algorithms can be extended with the aim of correcting
non-observed variables. This particularly concerns model parameter identi-
fication, with the potential of improving the quality and the confidence in
the model state for future data assimilation processes.

1 Introduction

It is well established that the quality of weather and ocean circulation fore-
casts is highly dependent on the quality of the initial conditions. Geophysi-
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cal fluids (air, atmospheric, oceanic, surface or underground water) are gov-
erned by the general equations of fluid dynamics. Geophysical processes are
hence nonlinear because of their fluid component. Such nonlinearities im-
pose a huge sensitivity to the initial conditions, and then an ultimate limit
to deterministic prediction (estimated to be about two weeks for weather
prediction, for example). This limit is still far from being reached, and sub-
stantial gains can still be obtained in the quality of forecasts.

Data assimilation (DA) is precisely the domain at the interface between
observations and models that makes it possible to identify the global struc-
ture of a system from a set of discrete space-time data. DA covers all the
mathematical and numerical techniques in which the observed information
is accumulated into the model state by taking advantage of consistency con-
straints with laws of time evolution and physical properties, and which al-
low us to blend, as optimally as possible, all the sources of information com-
ing from theory, models and other types of data.

There are two main categories of DA techniques [1], variational meth-
ods based on the optimal control theory [2] and statistical methods based
on the theory of optimal statistical estimation (for example, see [3–5] for an
overview of inverse methods, both for oceanography and meteorology).

Here, we study the Back and Forth Nudging (BFN) algorithm, which is
the prototype of a new class of data assimilation methods, although the stan-
dard nudging algorithm has been known for a couple of decades. The nudg-
ing technique consists in adding a feedback term in the model equations,
measuring the difference between the observations and the corresponding
space states. The idea is to apply the standard nudging algorithm to the
backward (in time) nonlinear model in order to stabilize it. The BFN al-
gorithm is an iterative sequence of forward and backward resolutions, all
of them being performed with an additional nudging feedback term in the
model equations. We also present the Diffusive Back and Forth Nudging
(DBFN) algorithm, which is a natural extension of the BFN to some par-
ticular diffusive models, and the P-BFN for parameter estimation (possibly
jointly with state estimation).

2 Back and Forth Nudging

2.1 The nudging algorithm

The standard nudging algorithm consists in adding, to the state equations,
a feedback term, which is proportional to the difference between the obser-
vation and its equivalent quantity computed by the resolution of the state
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equations. The model appears then as a weak constraint, and the nudging
term forces the state variables to fit as well as possible to the observations.

Let us consider a very generic model
dX
dt

= F(X,U), 0 < t < T,

X(0) = V.
(1)

We assume that we have an observation Xobs(t) of the state variable X(t).
The nudging algorithm simply gives

dX
dt

= F(X,U) + K(Xobs − HX), 0 < t < T,

X(0) = V,
(2)

where H is the observation operator, allowing us to compare the observa-
tion Xobs with the corresponding quantity of the model solution X, and K is
the nudging matrix. It is quite easy to understand that if K is large enough,
then the state vector transposed into the observation space (through the ob-
servation operator) HX(t) will tend towards the observation vector Xobs(t).
In the linear case (where F and H are linear operators), the forward nudging
method is nothing else than the Luenberger observer [6], a deterministic and
time continuous alternative method to statistical Kalman filtering method
first introduced in 1966. The operator K can be chosen so that the error goes
to zero when time goes to infinity, hence its name of asymptotic observer.

This algorithm was first used in meteorology [7], and has since been used
with success in oceanography [8] and applied to a mesoscale model of the
atmosphere [9]. Many results have also been carried out on the optimal de-
termination of the nudging coefficients K [10–12].

The backward nudging algorithm consists in solving the state equations
of the model backwards in time, starting from the observation of the state of
the system at the final instant. A nudging term, with the opposite sign com-
pared to the standard nudging algorithm, is added to the state equations,
and the final obtained state is in fact the initial state of the system [13, 14].

2.2 The BFN algorithm

The Back and Forth Nudging (BFN) algorithm consists in solving first the
forward (standard) nudging equation, and then the backward nudging equa-
tion. After resolution of this backward equation, one obtains an estimate of
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the initial state of the system. We repeat these forward and backward reso-
lutions with the feedback terms until convergence of the algorithm [14].

The BFN algorithm is then the following:
dXk
dt

= F(Xk,U) + K(Xobs − HXk), 0 < t < T,

Xk(0) = X̃k−1(0),
dX̃k
dt

= F(X̃k,U)− K(Xobs − HX̃k), T < t < 0,

X̃k(T) = Xk(T),

(3)

with X0(0) = V as initial condition. Starting from V, a resolution of the di-
rect model gives X0(T) and hence X̃0(T). Then a resolution of the backward
model provides X̃0(0), which is equal to X1(0), and so on.

This algorithm can be compared to the variational algorithm (4D-VAR,
based on optimal control theory), which also consists in a sequence of for-
ward and backward resolutions. In the BFN algorithm, even for nonlinear
problems, it is useless to linearize the system and the computation of the
backward system is as easy as the direct system, unlike an adjoint equation,
the determination of which can be a playful task. In the case of ill-posed
backward resolution, the extra feedback term in backward equation has the
additional property to stabilize the numerical resolution.

The BFN algorithm has been tested successfully for the system of Lorenz
equations, Burgers equation and a quasi-geostrophic ocean model in [15], for
a shallow-water model in [16] and compared with a variational approach for
all these models. It has been used to assimilate the wind data in a mesoscale
model [17] and for the reconstruction of quantum states in [18].

2.3 DBFN: Diffusive Back and Forth Nudging algorithm

In the framework of oceanographic and meteorological problems, there is
usually no diffusion in the model equations. However, the numerical equa-
tions that are solved contain some diffusion terms in order to both stabilize
the numerical integration (or the numerical scheme is set to be slightly diffu-
sive) and model some subscale turbulence processes. We can then separate
the diffusion term from the rest of the model terms, and assume that the
partial differential equations read:

dX
dt

= F(X) + ν∆X, 0 < t < T, (4)
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where F has no diffusive terms, ν is the diffusion coefficient, and we assume
that the diffusion is a standard second-order Laplacian (note that it could
be a fourth or sixth order derivative in some oceanographic models, but for
clarity, we assume here that it is a Laplacian operator).

We introduce the D-BFN algorithm in this framework, for k ≥ 1:{ dXk
dt

= F(Xk) + ν∆Xk + K(Xobs − H(Xk)), 0 < t < T,

Xk(0) = X̃k−1(0),
dX̃k
dt

= F(X̃k)− ν∆X̃k − K′(Xobs − H(X̃k)), T > t > 0,

X̃k(T) = Xk(T).

(5)

It is straightforward to see that the backward equation can be rewritten,
using t′ = T − t:

dX̃k
dt′

= −F(X̃k) + ν∆X̃k + K′(Xobs − H(X̃k)), 0 < t′ < T,

X̃k(t′ = 0) = Xk(T).
(6)

where X̃k is evaluated at time t′, the backward equation is well-posed,
with an initial condition and the same diffusion operator as in the forward
equation. The diffusion term both takes into account the subscale processes
and stabilizes the numerical backward integrations, and the feedback term
still controls the trajectory with the observations.

The main interest of this new algorithm is that for many geophysical
problems, the non-diffusive part of the model is reversible, and the back-
ward model is then stable. Moreover, the forward and backward equations
are now consistent in the sense that they will be both diffusive in the same
way (as if the numerical schemes were the same in forward and backward
integrations), and only the non-diffusive part of the physical model is solved
backwards. Note that in this case, it is reasonable to set K′ = K.

The DBFN algorithm has been tested successfully for a linear transport
equation in [19] and for the non-linear Burgers equation in [20].

2.4 Theoretical considerations

Data Assimilation is the ensemble of techniques combining the mathemat-
ical information provided by the equations of the model and the physical



30 Samira Amraoui, Didier Auroux, Jacques Blum, Blaise Faugeras

information given by the observations in order to retrieve the state of a flow.
In order to show that both BFN and DBFN algorithms achieve this double
objective, let us give a formal explanation of the way these algorithms pro-
ceed.

If K′ = K and the forward and backward limit trajectory are equal, i.e
X̃∞ = X∞, then taking the sum of the two equations in (3) shows that
the limit trajectory X∞ satisfies the model equation (1) (including possible
model viscosity). Moreover, the difference between the two equations in (3)
shows that the limit trajectory is the solution of the following equation:

K(Xobs − H(X∞)) = 0. (7)

Equation (7) shows that the limit trajectory perfectly fits the observations
(through the observation operator, and the gain matrix). In a similar way, for
the DBFN algorithm, taking the sum of the two equations in (5) shows that
the limit trajectory X∞ satifies the model equations without diffusion:

dX∞

dt
= F(X∞) (8)

while taking the difference between the two same equations shows that X∞
satisfies the Poisson equation:

∆X∞ = −K
ν
(Xobs − H(X∞)) (9)

which represents a smoothing process on the observations for which the

degree of smoothness is given by the ratio
ν

K
[19]. Equation (9) corresponds,

in the case where H is a matrix and K = kHT R−1, to the Euler equation of
the minimization of the following cost function

J(X) = k〈R−1(Xobs − HX), (Xobs − HX)〉+ ν
∫

Ω
‖∇X‖2 (10)

where the first term represents the quadratic difference to the observations
and the second one is a first order Tikhonov regularisation term over the
domain of resolution Ω. The vector X∞, solution of (9), is the point where
the minimum of this cost function is reached. This is a nice increment to the
BFN algorithm, in which the limit trajectory fits the observations, while in
the DBFN algorithm, the limit trajectory is the result of a smoothing process
on the observations (which are often very noisy).
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2.5 P-BFN for parameter estimation

In many physical or biological dynamical systems the state equations con-
tain parameters that are not well known and need to be estimated. The usual
approach to achieve this identification is to include the unknown parame-
ters together with the initial conditions into the set of control variables and
to minimize a cost function measuring the discrepancy between the model
outputs and the observations. The drawback of this approach is that it ne-
cessitates the computation of derivatives with respect to the parameters.

On the other hand, the relative simplicity of the BFN framework is at-
tractive to perform parameter identification. The state equations can be aug-
mented with equations expressing the stationarity of the parameters, the ini-
tial conditions being the parameters values:

dX
dt

= F(X, P), 0 < t < T, X(0) = V,

dP
dt

= 0, 0 < t < T, P(0) = U.
(11)

A Lyapunov functional is then formulated and enables one to obtain
the expression of the nudging term to be added to these parameter equa-
tions [21]. Note that using observations on the state only, it is possible to add
feedback terms (to the observations) on both parameter and state equations.

Finally BFN-like iterations provide, after convergence, an estimate of the
the initial conditions for the state equations and the parameter’s supplemen-
tary equations thus giving an estimate of the unknown parameters.

3 Numerical results

Let us now consider the simple example of a 1D transport equation and
assume that the parameter a(x) of this transport equation is unknown. We
want to estimate both the model state u and parameter a. We add an ad hoc
equation for the time-independent parameter:{

∂tu(t, x) + a(x)∂xu(t, x) = 0, u(0, x) = u0(x),
∂ta(t, x) = 0, a(0, x) = a(x).

Then we apply the BFN algorithm to this coupled system, and we add
feedback terms to both equations, using only observations on the state u:
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Fig. 1 Comparisons between the true augmented state (state and parameter) and its esti-
mation by P-BFN algorithm: reconstruction of parameter (left) and state (right). Relative
error of parameter reconstruction (bottom) with regards to P-BFN iterations in a time win-
dow of [0, T] equal to [0,0.2].

{
∂tû(t, x) + â(t, x)∂xû(t, x) = Ku(uobs(t, x)− û(t, x)),
∂t â(t, x) = KaF (uobs(t, x)− û(t, x)),

where F is a feedback function involving spatial differential operators, such
that there exists a Lyapunov function that decreases in time.

Then, we can prove that both u and a can be reconstructed, as it can be
seen in Figure 1.

4 Conclusion

For state estimation, the BFN algorithm is a valuable technique for many
reasons: its ease of implementation (simple combination of model and ob-
servation functions), its robustness and fast convergence, without requiring
any linearization or optimization processes. When it comes to dealing with
large-scale problems, as is already the case in meteorology and oceanogra-
phy, the use of high computational cost methods is barely possible and BFN



Observers for data assimilation 33

can be a suitable solution. In terms of efficiency, the estimation provided by
the BFN is comparable to other data assimilation methods in all tests con-
ducted.

Its range of application can be extended to parameter estimation. By tak-
ing advantage of model parameter information contained in the state solu-
tion, the P-BFN identifies the model parameter exclusively from state obser-
vations. The numerical tests on the identification of the velocity parameter in
a transport equation confirm that both state and parameter can be estimated
without increasing the computational cost.
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The retina: a fascinating object
of study for a physicist

Bruno Cessac

Abstract I briefly present joint research where ideas and methods from the-
oretical physics can be applied to better understand the behaviour of the
retina in normal, developmental and pharmacologically controlled condi-
tions.

1 Introduction

Our visual system has astonishing capacities, from the rapid extraction of
the main features of a visual scene, to higher level tasks like reading or face
recognition. Our vision starts from the retina. This tiny membrane, only a
few hundred microns thick, covering 75% of the internal ocular globe per-
forms fundamental yet complex tasks. Although its primary function is to
convert the photons from the outer world into sequences of action poten-
tials (spike trains), encoding the visual scene, and conveying them to the
visual cortex where they will be "decoded", the retina is not a mere cam-
era. In recent years, researchers have indeed discovered that the retina "is
smarter than scientists believed" [1].

In this paper, I would like to share with the reader the fascination of
the retina for a physicist, working for years in the field of dynamical sys-
tems theory and statistical physics applied to "complex systems", especially
neuronal models. Working with biologists and retinal specialists, I have dis-
covered a beautiful object of studies both from the applied and theoretical

Bruno Cessac
Université Côte d’Azur, Biovision research project, Inria, 2004 route des Lucioles, 06902
Sophia-Antipolis e-mail: bruno.cessac@inria.fr
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physics point of view. The retinal machinery (neurons, synapses, ion trans-
port, light conversion from photoreceptors, etc.) is governed by physics. Yet
the extrapolation of physical methods from theoretical physics (mean-field
methods, transport equations, Gibbs distributions, etc.) raises several inter-
esting questions that I have been confronted with during my research, and
which I want to briefly present in this paper.

2 The retina structure

Throughout this paper, I will use "computer-oriented" language to deal with
the retina: information, circuits, code, decode, computation, etc. This is a
contemporary view, largely influenced by our computer-based society. Al-
though this analogy is useful - it eases explanations and provides fruitful
paradigms – it has its limitations, which are stressed throughout this paper.

The retina, much like the rest of our body, especially the brain, has an
evident problem: it can’t tolerate large variations in temperature. Especially,
the Joule effect has to be strongly limited. As a consequence, neurons, which
are cells producing electric currents, do not use electrons, instead they use
ion transfer (sodium, potassium, calcium, chloride, etc.). The currents pro-
duced this way are small (of order 1− 100 pA), as well as voltage variations
(∼ 100 mV), thus with an electric power of order pW. Even if there are many
neurons of different types in the retina (of order 108, including photorecep-
tors), the total heat production is quite small compared to a computer that
would perform the same tasks. However, ions are quite slow, and the corol-
lary is that the retina has to use massive parallel computations to perform
complex tasks in a short time. This computation is achieved via neurons, but
also by synapses: the synaptic organization of the retina plays a central role
in its abilities (e.g., http://webvision.med.utah.edu/book/part-
i-foundations/simple-anatomy-of-the-retina/).

The retina converts photons into variations of electric potential (photo-
transduction) via photoreceptor cells: rods (about 130 million) ensure eye-
sight in poor illumination; cones (about 7 million) ensure central vision and
colour perception. Phototransduction is a very efficient mechanism as a sin-
gle photon can produce a visual effect. This is due to a complex cascade of
molecular mechanisms with a huge multiplicative effect. At the other side of
the retina one finds retinal ganglion cells (RGCs), the final stage of retina en-
coding, as these are the cells that emit action potentials (spikes) via their ax-
ons (which constitute the optic nerve) to the visual cortex via the thalamus.
There are about 1.2 to 1.5 million RGCs in the human retina. On average,
each RGC receives inputs from about 100 rods and cones. These numbers

http://webvision.med.utah.edu/book/part-i-foundations/simple-anatomy-of-the-retina/
http://webvision.med.utah.edu/book/part-i-foundations/simple-anatomy-of-the-retina/
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vary greatly among individuals and as a function of retinal location. In be-
tween, one finds 3 cells types: horizontal, bipolar and amacrine cells. Unlike
most neurons, these cells communicate via graded potentials, rather than ac-
tion potentials. Horizontal cells are laterally interconnecting neurons, help-
ing integrate and regulate the input from multiple photoreceptors. Bipolar
cells transmit the signals from the photoreceptors or the horizontal cells, and
pass them on to the ganglion cells directly or indirectly (via amacrine cells).

The retina has therefore both a feed-forward structure (from photorecep-
tors to ganglion cells) and a lateral structure (due to horizontal and amacrine
cells). This generates different types of neural circuits, which enable the
RGCs to efficiently process local visual information such as dim light, small
responses to single photon absorption, segregating moving objects, filtering
the movement of body, head, or eye, motion extrapolation, detection of ap-
proaching motion, surprise at the missing element in the sequence. Many of
these computations match the evident challenge of animals: to detect mov-
ing objects and locate them correctly; to struggle with a constantly moving
image sensor; and to predict the future and adapt to changing conditions [1].
Thus, the thalamus and visual cortex receive not a computer-like pixel rep-
resentation of the image, but a set of features processed via nonlinear mech-
anisms that researchers try to identify [1].

The optic nerve is therefore like an optical fiber with several millions of
channels - the axon of each RGC - conveying a local spatio-temporal infor-
mation encoded by sequences of spikes, decoded by the brain. However,
in contrast to computers, the code has variability and, nevertheless, robust-
ness. First, several presentations of the same visual stimulus do not trigger
the same sequence of spikes although some statistical regularity is observed
(typically, a given RGC type fires more intensively when a specific stimu-
lus is presented). Second, there is not a unique coding strategy. RGCs con-
vey part of the information independently from each other through their
firing rates, or timing of spikes. But they share information because the spa-
tial regions that they scan have overlaps (a photoreceptor contributes the
activity of several RGCs) inducing stimuli-induced correlations in their re-
sponse. In addition, the lateral connections from horizontal and amacrine
cells induce indirect interactions between RGCs. Therefore, RGCs presum-
ably also encode information at a population level. This "population coding"
presents several advantages: redundancy, reduction of uncertainty, simulta-
neous coding of different stimulus attributes, fast response, etc. It is however
a contemporary challenge to understand it.
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3 Population coding and statistical physics

Current acquisition technologies (Multi-Electrodes Array, MEA) allow us to
simultaneously record several thousands of RGCs in response to a visual
scene, providing a contemporary challenge: to try and decipher the visual
scene from the RGC spikes and thereby infer coding strategies of the visual
system. Part of this information can be recovered by assuming that cells en-
code information independently. This allows one to design "decoders" based
on firing rate, spike latency, rank order, etc. Yet, the decoders built this way
have many fitting parameters and their efficiency may vary with the visual
stimulus. In addition, it has been shown [2] that a part of the information is
carried by the (weak) correlations between RGCs suggesting that population
coding takes place.

For a modeller, it seems clear that a population of connected neurons sub-
mitted to an external stimulus will produce a correlated response at the pop-
ulation level. We have made a mathematical analysis of this aspect in [3, 4],
using Integrate and Fire models. We have shown that the population statis-
tics are described by a variable length Markov chain where transition proba-
bilities can be explicitly written: they depend on neuron connectivity, on the
stimulus and on spike history in a similar fashion as the so-called General-
ized Linear Models [5].

Such Markov chains are closely related to what physicists call "Gibbs dis-
tributions", initially introduced by Boltzmann and Gibbs to establish a link
between microscopic dynamics of particles and thermodynamics. Gibbs dis-
tributions are probabilities of exponential form where the term in the expo-
nential is, in physics, proportional to the energy; the form of the energy is
constrained by the forces involved in the problem and defines a statistical
model or an "ensemble". More generally, in the correspondence with Markov
chain, the term in the exponential has not the interpretation of a physical en-
ergy, but we will call it "energy" as well, for simplicity. When dynamics are
time-translation invariant ("stationarity"), Gibbs distributions are obtained
by maximizing the statistical entropy under the constraint that the average
of the observables defining the energy is fixed (Maximum Entropy Principle,
MEP), but their definition via the equivalence with variable length Markov
chains allows for non-stationary situations.

Using Gibbs distributions to analyze retina data and population coding
has shown great success within the last decade. In particular, several im-
portant results have been obtained by using the MEP for an energy hav-
ing the form of an Ising model, i.e., taking into account instantaneous pair-
wise interactions between neurons [2]. Extensions to more general energy
forms have been considered too (triplet interactions [6], time delayed inter-
actions [7]). In particular, we have developed efficient algorithms and soft-
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ware, PRANAS, [8] allowing us to fit the parameters of a Gibbs distribution
(whose energy form is given) from MEA data.

This "Gibbs" approach is appealing for a physicist. It would allow us to
apply the powerful techniques and concepts from statistical physics to the
analysis of the neural code. In addition, showing a canonical form of energy
fitting well with retina data could be a step towards the "thermodynamics"
of the retina: to explain the dynamics of a large population of RGCs by com-
bining a few canonical observables. However, this approach raises several
deep questions.

• Which energy form? In contrast to statistical physics/thermodynamics,
the energy form for the retina cannot be inferred from first principles, so
researchers are reduced to guess the form. Unfortunately, a mathemati-
cal analysis based on the mapping between Markov chains describing the
neuronal dynamics and Gibbs distribution shows that the corresponding
energy generically has a plethora of highly redundant observables [4].
We have proposed a method to eliminate these redundant terms from
data analysis using information geometry, and we have shown experi-
mentally that the degree of redundancy depends on the visual stimulus
correlations [9].

• Non stationarity. Most Gibbs approaches, based on MEP, use the assump-
tion of stationarity. To the contrary, the retina mainly responds to changes
in a visual scene, i.e., transient, non-stationary stimuli. The MEP does not
extend to this case. We have developed an approach, based on linear re-
sponse theory, where a time-dependent stimulus is viewed as a perturba-
tion of a stationary state (spontaneous activity) that can be characterized
from data using MEP. In this case, the response to the stimulus can be
written in terms of correlations of the stationary case (this an extension of
the fluctuation-dissipation theorem of physics) [10].

• Decoding. Assume we are able to characterize the population statistics of
RGC with a Gibbs distribution, how can we use it to decode the visual
stimulus? Although some promising approaches have been proposed,
this question seems far from being solved.

4 Retinal waves, retinal development and non linear
dynamics

Immediately after birth the visual system of vertebrates is not yet effective.
A complex, transient sequence of dynamical processes takes place starting a
few days before birth, progressively enabling "the eyes to see" and stopping
when vision is functional. A large part of this processing is due to waves of
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electric activity ("retinal waves") spreading through the retina with a char-
acteristic periodicity. This macroscopic phenomenon (i.e., occurring at the
scale of the whole retina) originates from microscopic processes starting at
the molecular level (ionic channels), inducing bursts of activity in specific
cells, and spreading through the retina by virtue of cell connectivity. Reti-
nal waves are classified into 3 consecutive stages, each having a specific
role in visual system development. The transition between stages results
from genetically programmed morphological changes. However, a part of
this spatio-temporal activity and its transformation during development can
be explained by generic mechanisms in nonlinear dynamics, as we describe
here, focusing on stage II. This section is a summary of D. Karvouniari’s the-
sis [11, 12], work conducted in collaboration with Institut de la Vision and
InPhyNi (L. Gil).

Stage II retinal waves are due to spontaneous and periodic bursts of ac-
tivity of specific retinal cells, the starburst amacrine cells (SACs), coupled by
the excitatory neurotransmitter, acetylcholine (Ach). When a SAC is active
(bursting) it releases acetylcholine; this can trigger the activation of post-
synaptic cells. The membrane potential V of SAC i can be modeled as:

C
dVi
dt

= Iion(Vi,•) + IsAHP(Vi, Ri) + IAch(Vi, Aj), (1)

where C is the membrane capacitance. The term Iion(V,•) represents the sum
of ionic currents involved in SACs bursting (mainly calcium and potassium),
and depending on additional dynamical variables represented, for simplic-
ity by the symbol • (see [11] for details); IsAHP(Vi, Ri) is a slow hyperpolar-
ization potassium current, depending on a refractory variable Ri controlled
by a cascade of kinetic processes; finally, IAch(V, Aj) is the sum of excitatory
acetylcholine currents due to active pre-synaptic cells j connected to i.

A bifurcation analysis of the model (1) shows that SACs can switch, by
a saddle-node bifurcation, from a rest state to fast oscillations in the order
of milliseconds (bursting). This arises when the current Itot = IsAHP + IAch
crosses from below a threshold value ISN , depending on biophysical param-
eters (conductances, reversal potentials, etc.). Reciprocally, when the cell is
bursting, it can go back to a rest state, by a homoclinic bifurcation, if Itot
crosses from above a threshold value IHc . In general, IHc < ISN but they dif-
fer by a few pA, so, for simplicity, we identify them from now. Thus, in short:

if Itot = IsAHP + IAch,
{

< θ,SAC is at rest,
> θ,SAC is active. (2)

The transition from rest to active is due to excitation from pre-synaptic ac-
tive cells, via the excitatory current IAch(V, Aj). The transition from active to
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rest is due to the slow hyperpolarization current IsAHP(Vi, Ri) (having a neg-
ative sign). Indeed, when the cell is active, a complex mechanism involving
calcium takes place, IsAHP(Vi, Ri) becomes more and more negative, lead-
ing the cell, after a few seconds and via a bifurcation, to a hyperpolarized
rest state where it can not be excited for a long period (in the order of one
minute), independently of the excitatory current IAch provided by the other
cells.

Thus, wave propagation is due to a transition from rest to active state of
SACs transmitted via Ach interactions. Waves are stopped by hyperpolar-
ized regions corresponding to cells that have burst in a former wave. There-
fore, each wave has to propagate into a landscape, imprinted by previous
waves, with refractory regions and excitable regions. This landscape evolves
slowly in time, on time scales that are longer than the SAC refractory period.
This generates a spatial anisotropy where some cells are more active ("lead-
ers") and some others more refractory. In this way, the mere dynamics gener-
ate a huge spatio-temporal variability, even if the cells are initially identical.
This (biologically observed) variability is purely dynamical and does need
to add extra mechanisms to be explained.

A non-linear wave propagation equation can be obtained, upon several
approximations, considering SACs are located on a d-dimensional regular
lattice, with spacing a, and nearest-neighbours interactions. The Ach con-
ductance, Γ, considered now as a field in a d-dimensional continuum, obeys:

∂Γ
∂t

= −µ Γ + 2dΩH [Γ− Γc(R) ] + a2Ω∆H [Γ− Γc(R) ] , (3)

where µ is the Ach degradation rate, Ω the Ach production rate; ∆ is the
Laplacian operator; H is the Heaviside function, mimicking the threshold
effect (2), and Γc(R) is the critical threshold, derived from the bifurcation
condition (2) in a refractory landscape characterized by the variable (field)
R and depending upon the network history. This is a singular equation be-
cause one applies a Laplacian to a Heaviside function. It is however possible
to smooth the Heaviside function to eliminate this singularity. This equa-
tion can be solved for simple refractory landscapes, but the general situation
where R is a random landscape imprinted by waves history, is still under in-
vestigation.

The process of wave generation and propagation bares some similarity
to forest fires introduced in the context of Self-Organized Criticality (SOC).
SOC systems have the ability to self-organize into a state where character-
istic events (avalanches) have power law distributions. This has lead some
researchers to hypothesize that the retinal wave distribution (size or dura-
tion) could follow a power law [13]. Experimental evidence is not convinc-
ing though and would deserve a more elaborate analysis. Interestingly, eq.
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(3) corresponds to a continuum limit of a SOC model (a sandpile) if the term
−µΓ + 2dΩH [Γ− Γc(R) ] = 0. This is very specific and non-generic situa-
tion. As a consequence, in our model, wave distributions are exponentials,
except at a specific curve in the parameter space, given by this specific re-
lation and related to the bifurcation condition (2); there the distribution is
a power law. This suggests that SACs do not organize in a critical state un-
less some additional mechanism is added (like homeostasy), driving them
towards the critical curve.

This model provides an example where one can construct the path from
the molecular scale to the neuronal scale, to the macroscopic scale. The math-
ematical analysis allows us to explain bursting of SACs and wave propa-
gation with simple mechanisms in nonlinear dynamics. In addition, it al-
lows us to explicitly compute several important quantities, such as the wave
speed.

But the main interest is the closeness to experiments. The model not only
reproduces experimental facts, it also leads us to experimental predictions,
some of which are on the way to be experimentally confirmed (see [11,12] on
the role of kV3 channels on bursting of SACs during stage II). In particular,
we are able to characterize how retinal wave structure is evolving during
development when synaptic connections are modified. Likewise, the model
is accurate enough to explain pharmacological manipulations (e.g., channels
or synaptic terminal blocking).

5 Conclusion and perspectives

In this paper, I have given examples of research where concepts and meth-
ods from theoretical physics are used to understand retinal dynamics and
how it encodes information. I would like now to briefly present further on-
going developments.

Amacrine cells and motion processing. When an object moves across the
visual field our visual system is able to interpolate its trajectory and to fil-
ter much spurious information: eye-head-body movements, motion of the
background. In particular, anticipation is absolutely essential to compensate
the time lag of 30− 100 ms between the reception of photons in the retina
and the response of the visual cortex. Part of the anticipation process starts
in the retina and is explained by the non-linear response (gain control mech-
anism) of bipolar and ganglion cells [14]. This does not take into account
the lateral connectivity of amacrine cells, which play an important role in



Retina and physics 43

motion processing (differential motion, approaching motion, etc.). We want
to understand the possible role of amacrine cells lateral connectivity in the
retina in processing complex motion. In particular, we are seeking a specific
transient signature in RGC correlations, in response to a moving object. We
believe that the correlated response could provide more efficient process-
ing of the object motion, especially trajectory anticipation and interpolation.
We want to validate this hypothesis at the modelling level (PhD thesis of
Selma Souihel) and experimental level, in collaboration with the Institut de
la Vision and Institut des Neurosciences de la Timone, in the context of the
Trajectory ANR.

Effect of pharmacologically switching a population of RGCs. At present,
over 30 RGC sub-types have been identified, typically on the basis of com-
mon anatomical features or basic functions (e.g., sensitivity to motion, orien-
tation, motion direction etc.). In collaboration with the University of New-
castle, in the context of E. Kartsaki’s thesis, we want to investigate how
different groups of RGCs contribute to the encoding of visual scenes. The
project uses a pharmacogenetics approach (combined with MEA physiology,
anatomy, computational modelling and behaviour) to reversibly silence sub-
groups of RGCs sharing gene expression through specific drugs (DREADD)
activation. Removing an entire functional RGC group from the population
response will shed light on the role these same cells play in population en-
coding of complex visual scenes and identify which information is lost, lo-
cally and globally.
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Modeling and computation of a
liquid-vapor bubble formation

André Galligo, Frédéric Lesage, Sebastian Minjeaud

Abstract The Capillary Equation correctly predicts the curvature evolution
and the length of a quasi-static vapour formation. It describes a two-phase
interface as a smooth curve resulting from a balance of curvatures that are
influenced by surface tension and hydrostatic pressures. The present work
provides insight into the application of the Capillary Equation to the pre-
diction of single nucleate site phase change phenomenon. In an effort to
progress towards an application of the Capillary Equation to boiling events,
a procedure for generating a numerical solution in which the computational
expense is reduced, is reported.

1 Introduction

Boiling is a complex phase transitioning process in which a new liquid-
vapor interface (bubbles) is created. It is an effective mechanism widely
used in energy conversion industrial facilities. However, a precise descrip-
tive/predictive model of bubble formations is needed to better understand
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the heat transfer characteristics. As an important first step, the question can
be addressed from a quasi-static viewpoint. Indeed, at the interface, a classi-
cal conservative law governs the surface curvature of the generated bubble.
This non-linear law links the difference of pressure and the surface tension
effect. After normalization, it can be expressed at each point of the surface by
the following equation: κ1 + κ2 − Bz =constant; where B is a Bond number,
summarizing the context, z is the elevation and κ1 + κ2 is twice the Gaus-
sian mean curvature. Therefore, the study of a growing bubble is amenable
to solving geometric computations and non-linear differentiable equation.
The main difficulty is to design criteria to detect when the growing bubble
will detach from the substrate’s nucleation site. Inspired by experimental
observations, the second author was able to develop a successful compu-
tational strategy [1, 2]. The computational model implemented for the axis-
symmetric case (which relies on 2D geometric computations), provides use-
ful information, fully confirmed by experimental observations. Moving for-
ward, we were able to speed up the computations and introduce the use of
splines for representing the plane section of the surfaces.

In future work, we will address with similar tools the case for which the
nucleation site is on an inclined plane; this geometry better models the one
effectively used in industrial plants. Our next target is to better formalize our
detachment criteria, in collaboration with an experimental team in Dublin,
Ireland; then develop and implement a 3D model for a more general sit-
uation. Future studies will also include external stress terms such as cross
flows and electrical fields in an effort to move towards realistic and accurate
boiling models.

2 Young-Laplace Equation and Capillary Equation

We consider an infinitesimal section of a vapour formation interface defined
by two principal radii of curvature in perpendicular planes, as illustrated
in Fig. 1. We suppose that the work done on the surface is considered to be
equal to the work attributed to the pressure difference, as expressed by the
Young-Laplace Equation:

∆p = σ(κ1 + κ2) (1)

in which κ1 and κ2 are the curvatures corresponding to the principal radii of
curvature in orthogonal planes, and σ is defined as the work per unit area
required to produce an area variation of the interface.

Applying the Young-Laplace pressure balance to the context of a single
vapour formation event, we consider a surface that is axisymmetric. The
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Fig. 1 Axisymmetric surface with smooth contour.

surface can thus be described by a smooth curve C that defines the two-phase
interface, as illustrated in Fig. 1. The horizontal coordinate is denoted by r
and the vertical one, oriented downward from the apex, by z. We normalize
the problem by imposing a foot radius of unity, in other words the point
(η,1) belongs to the curve C.

The curvature κ1 is in the z− r plane and the curvature κ2 is in the plane
orthogonal to the tangent unit vector T. Due to symmetry, the curvatures are
equal at the apex origin, they are denoted by κ0 = κ1 = κ2. Let g be the grav-
itational constant and ∆ρ the difference in density between the two phases,
(1) implies the capillary equation:

2σκ0 − ∆ρgz = σ(κ1 + κ2), on C. (2)

Introducing a dimensionless Bond number, Bo = ∆ρr(η)2g/σ, we get the
adimensionalized form of the capillary equation:

2κ0 = κ1 + κ2 + Bo · z, on C. (3)
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2.1 Strategy for Solving the problem

By choosing a parametrization of the curve C and explicit expressions of the
curvatures, the equation (3) can be expressed as a second order Ordinary
Differential Equation (ODE) with a free parameter κ0 (the Bond number be-
ing determined by the physical properties of the two fluids). In order to sim-
plify the bubble detachment problem, we decompose the difficulty by fixing
a positive value for the parameter η and we consider the corresponding sub-
problem with the following boundary conditions:

(0,0) ∈ C ; (η,1) ∈ C and
dz
dr

= 0 at the apex. (4)

Numerical procedures allow us to compute a candidate curve solution for
each value of the fixed parameter η. Roughly speaking, two boundary con-
ditions are needed to determine the curve from the second order ODE (3)
while the third one determines a value for the free parameter κ0. So, we ob-
tain a family of curves depending on the parameter η. Then we need a cri-
terion to select the curve that best models the (physical) bubble detachment
phenomena. We claim that the detachment profile is identified by noting
that at a given height η, below a threshold, one smooth curve satisfies the
boundary conditions (4) with at most one inflexion point. This is illustrated
in Fig. 2.

The detachment height is then deduced through incremental increases in
the parameter to maximize the height η till this property can be satisfied.

Fig. 2 Set of curves satisfying (3) with the boundary conditions (4) for fixed values of η
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2.2 First numerical procedure

This first method is an established approach [1, 3]. The half (smooth) curve
C, is divided in two parts: first a graph of a function r(z) near the apex, then
a graph of a function z(r) till the foot. Expressing the curvatures κ1 and κ2 in
each case, relying on differential geometry formulas, gives rise to a pair of
ODEs:

2κ0 =
z′′(r)

(z′(r)2 + 1)3/2 +
z′(r)

r
√

1 + z′(r)2
+ Bo · z(r) (ODE1)

and

2κ0 =
−r′′(z)

(r′(z)2 + 1)3/2 +
1

r(z)
√

1 + r′(z)2
+ Bo · z (ODE2)

For each η, we first choose a value of κ0. We integrate (ODE1) with the initial
boundary conditions z(0) = 0 and z′(0) = 0. This is done till some value r1
of r such that z′(r1) = 1. We denote by z1 = z(r1). Then we integrate (ODE2)
with the initial boundary conditions r(z1) = r1 and r′(z1) = 1. This second
integration is done until z = η. The r(η) is computed, it will serve for a shoot-
ing method. Indeed, performing this process for different values of κ0, al-
lows to find a minimum value of κ0 for which r(η) = 1.

This numerical approach was successfully implemented using the soft-
ware Mathematica.

2.3 Second numerical procedure

The half (smooth) curve C is represented by a kind of arc-length parameteri-
zation (0≤ t ≤ 1): r(t),z(t) with |r′(t)|2 + |z′(t)|2 = λ2, depending on a new
parameter λ. Again, we can express κ1 and κ2, by similar differential geom-
etry formulas, which provide a system of ODE with respect to the variable
t: {

2z′(t)r(t)z′′(0) = −λr(t)r′′(t) + λz′(t)2 + Boλ2z(t)z′(t)r(t),

r′(t)2 + z′(t)2 = λ2.
(5)

The boundary conditions can be expressed as

(r(0),z(0)) = (0,0), (r(1),z(1)) = (1,η), z′(0) = 0.

Now, we can approximate the functions r(t) and z(t) by cubic spline func-
tions on a subdivision of the interval (0,1) and express the Boundary Value
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Problem as a polynomial system of equations, which can be solved by stan-
dard techniques. The unknowns of the system are the coefficients of the two
splines r and z and the parameter λ.

This second numerical approach was implemented using the software
Scilab and is quite efficient since, for a given Bond number, it converges in
few iterations of the nonlinear solver. Obviously, the curves obtained by the
two numerical methods agree very well. Numerical results obtained with
the second approach using a regular subdivision of 50 cells are presented in
Fig. 3: at left, for a Bond number equal to 0.0052, the detachment height is
estimated to 15.47 whereas at right, for a Bond number equal to 0.047, it is
estimated to 7.90.

This second approach is still amenable when we replace the maximization
parameter η by the volume of the bubble, an a priori more relevant physical
quantity. The details will be given in a forthcoming article.

Fig. 3 Numerical solutions obtained for Bo = 0.0052 (left) and Bo = 0.047 (right)

3 Conclusion

Two numerical methods that solve the capillary equation are reported. The
objective of the numerical treatments is to generate curves that model the
interface of vapour formations growing from a nucleation site. The first
method is an established approach and is used here to provide context and
clarity to the solution procedure. The second method is a new refinement to
the numerical solution of the Capillary equation. By implementing splines
into the procedure, it reduces the computational expense and presents a
stepping stone towards more accurate heat transfer predictions of single
boiling events.



Modeling and computation of a liquid-vapor bubble formation 51

Acknowledgments

This work has been supported by the French government, through the UCA-
JEDI Investments in the Future project managed by the National Research
Agency (ANR) with the reference number ANR-15-IDEX-01.

References

1. F. J. Lesage and F. Marois. Experimental and numerical analysis of quasi-static bubble
size and shape characteristics at detachment. International Journal of Heat and Mass
Transfer, 64:53–69, 2013.

2. F. J. Lesage, J. S. Cotton, and A. J. Robinson. Analysis of quasi-static vapour bubble
shape during growth and departure. Physics of Fluids, 25(6):067103, 2013.

3. D. Gerlach, G. Biswas, F. Durst, and V. Kolobaric. Quasi-static bubble formation on
submerged orifices. International Journal of Heat and Mass Transfer, 48(2):425 – 438, 2005.





53

New paradigms in nuclear
human decorporation using

macromolecular systems

Laurane Léost, Florian Lahrouch, Christophe Den
Auwer, Christophe Di Giorgio and coworkers.

Abstract Actinides elements (that are all radioactive) are the subject of spe-
cial attention considering the important amount that has been produced for
military and civil applications. They often present a dual toxicity: chemical
and radiotoxicological from α and β decay. In case of dissemination during
an accidental nuclear event, the consequences of contamination can initiate
the vital process. Ingestion, inhalation and then retention in the target or-
gans will occur. Currently, the golden standard of decorporation is DTPA
(diethylenetriaminepentaacetic acid) injected intravenously. It presents a
strong complexing constant for some actinides but poor chemical specificity
and it is only valid for removing actinides from blood, immediately after
contamination. Objectives are to explore the design of biocompatible nano-
particles or macromolecules able to release the decorporation agent directly
into the target organ. This should constitute a new class of decorporation
agents.

Laurane Léost, Florian Lahrouch, Christophe Den Auwer e-mail: christophe.
denauwer@unice.fr, Christophe Di Giorgio
Université Côte D’Azur, CNRS, Institut de Chimie de Nice, Parc Valrose 06108, Nice,
France.
We would like to thank for their collaboration to this work Jean Aupiais, CEA, DAM,
DIF, 91680 Bruyères le Châtel, France; Christoph Hennig, Helmholtz-Zentrum Dresden-
Rossendorf, Institute of Resource Ecology, 01328 Dresden, Germany; and Anne Van Der
Meeren CEA/DSV Laboratoire de RadioToxicologie, Bruyères le Châtel, 91297 Arpajon,
France.

christophe.denauwer@unice.fr
christophe.denauwer@unice.fr


54 Laurane Léost et al.

1 Context

Since the discovery of nuclear fission in the middle of the 20th century, ac-
tinide elements have been studied continuously. This family of unstable el-
ements, of which uranium and plutonium are the two most famous repre-
sentatives, has marked the history of science and humanity. Currently ura-
nium and plutonium are strategic resources exploited at an industrial level.
Schematically, these two radioactive elements are used for the production of
electrical energy and for the manufacture of atomic weapons. The past use
of nuclear weapons (atmospheric and submarine tests, Hiroshima and Na-
gasaki bombs) and industrial nuclear accidents (Chernobyl, and Fukushima
mainly) have resulted in significant environmental pollution and human
contamination. In the current context, the risk of actinide dispersion is still
present, and possible cases of internal contamination may mainly affect nu-
clear workers or soldiers.

In case of internal contamination, plutonium and uranium can be dis-
tributed to organs via the bloodstream. Plutonium (Pu) in its oxidation state
+IV under atmospheric conditions is retained mainly by the bones and liver.
The soluble forms of Pu(IV) may be taken up by iron proteins while the in-
soluble forms are supported by the reticuloendothelial system. Uranium (U),
on the other hand, is mostly found in its dioxo-cationic form, uranyl {UO2

2+}
at oxidation state +VI and preferably targets the mineral part of the bone
matrix (hydroxyapatite). In summary, skeleton, liver and kidney that are the
primary target organs for actinide retention can be damaged by radiotoxicity
or chemical toxicity of these elements. The consequences of prolonged con-
tamination are an increased risk of developing leukemia or (bone) cancer.
In case of contamination with depleted uranium (238U) kidney dysfunctions
may occur.

To promote actinide excretion and limit organ damage, chelating agents
have been developed. They are called decorporation agents. At the present
time, the calcium salt of diethylenetriamine pentaacetate (CaDTPA) is the
standard chelating agent in France for Pu(IV) to promote blood elimina-
tion [1, 2]. Sodium bicarbonate, on the other hand, is the only countermea-
sure employed to favor U(VI) blood excretion and to limit kidney damage
in case of acute uranium poisoning [3]. More recently, promising ligands
for actinide(IV) and (III) decorporation have been developed based on cat-
echolate (CAM) and hydroxypyridonate (HOPO) attached to spatially suit-
able molecular backbones [4].The development strategy for such chelating
molecules has long been based on optimizing affinity for actinides, which
has allowed the development of chelating agents forming very stable com-
plexes. But this strategy often lacks chemical selectivity with regards to bio-
logical cations that show similar chemical properties as actinides. This is the
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case of Fe(III) for instance. Also, these molecular strategies for decorpora-
tion are of limited efficiency in removing actinides once incorporated in the
target organs.

2 A new strategy

An alternative to the molecular strategy would be to enhance organ tropism
and prevent accumulation. In that sense, polymeric chelates or nano-chelates
may represent a real breakthrough in the actinides decorporation or pro-
tecting strategy because of their higher loading capacity (larger abundance
of chelating sites per mg of polymer that could enhance uptake rates), but
also their indirect vectorization properties correlated to a specific biodistri-
bution into bone, kidney or liver [5]. We are currently exploring the use of
phosphonate macromolecules in two systems: polyethyleneimine (PEI) as
a polymeric chelator and chitosan (trimethyl chitosan, TMC) as a promising
candidate for nanoparticle platforms. This strategy has already been applied
to medical applications but never for actinide decorporation. For instance,
the use, in vivo, of methylphosphonate functionalized polyethyleneimine
(PEI-MP) for bone cancer imagery and scintigraphy has been reported [6].
We have proposed the use of PEI-MP for the chelation of Th(IV) and U(VI)
in the specific case of bone contamination [7]. TMC on the other hand is
biodegradable and therefore presents low toxicity for the human body [8].
We have proposed to develop a polyanionic chelating agent as a cross-linker
for structuring the TMC into nanoparticles: the phosphonic analogue of
DTPA, diethylenetriamine-pentamethylenephosphonic acid (DTPMP). The
polycationic character of this polymer under physiological conditions im-
proves tissue/cell adhesion and permeation, which leads to an increased
residence time in biological systems. As a consequence, we have proposed
TMC-DTPMP as a good candidate to be used as a drug delivery system for
the specific case of lung epithelium [9]. Both systems are schematized in Fig-
ure 1.

Uranium in its natural isotopy (called NatU) is a weakly radioactive nu-
clide that is easy to handle in our laboratory. Plutonium, however, is a strong
chemical and radiological toxic whatever its isotopy. In this case thorium
(Th) may be considered as a plutonium chemical analogue because it is sta-
ble at the unique oxidation state +IV and also because the specific activity of
232Th is comparable to that of natural uranium, which makes both of them
easy to manipulate in the laboratory. Thorium has frequently been reported
to mimic plutonium chemistry [10], although this must always be taken with
caution. Thorium is also of interest by itself as the most concentrated natural
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Fig. 1 Left, representation of the monomeric unit of starting PEI (a) and PEI-MP (b) as if
functionalization were equal to 100% and with an arbitrary protonation state; right, ionic
cross-linking between TMC and DTPMP (with arbitrary protonated states).

actinide in the earth’s crust and also because of its use a promising alterna-
tive fuel for the next reactor generation. In any case thorium is considered
here as a preliminary step before investigating plutonium.

Uptake curves have been obtained with U, Th and each macromolecular
system using a microfiltration technique followed by actinide quantification
in the filtrate. The curve exhibits a linear increase up to a plateau, meaning
that full complexation has occurred. For the U/PEI-MP system for instance,
the plateau occurs for a monomer molar ratio of U: PEI-MP around 1.3 -
1.5 [7]. This corresponds to a maximum load comprised between 0.56 and
0.80 mg of uranium (elemental) per milligram of PEI-MP. For Th, the satu-
ration regime that is not as clearly defined but would correspond to a max-
imum load comprised between 0.15 and 0.20 mg of thorium (elemental) per
milligram of PEI-MP. For the Th/TMC-DTPMP system the resulting uptake
curves for 10% DTPMP load corresponds to a maximum load of about 0.54
mg of Th(IV) (elemental) per mg of DTPMP [9]. Although different, these
values are of the same order and exhibit the chelating capacity of the two
platforms to chelate U(VI) and Th(IV) and more generally actinides at both
oxidation states +IV and +VI.

In parallel, structural investigations have also been performed on both
systems in order to decipher the coordination pattern of the actinide cation.
X-ray Absorption Spectroscopy is a chemically selective spectroscopic tech-
nique that can probe local atomic arrangement, whatever the physical state
of the sample. In order to better describe the actinide complexation site in
both PEI-MC and TMC-DTPMP, Extended X-ray Absorption Fine Structure
(EXAFS) spectra at the U, Th and Pu LIII edge were recorded (this corre-
sponds formally to an electronic transition from 2p to nd states of the ac-
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tinide). Measurements were conducted at the European Synchrotron Radi-
ation Facility (ESRF) in Grenoble, at the ROBL beam line. As an example,
one may describe the data obtained for uranyl complexed to PEI-MP. The
first coordination sphere is composed of the short axial contribution of the
two oxo bonds and of the longer equatorial contributions. The best fit met-
rical parameters for the equatorial uranyl plane are 4.7(2) equatorial oxy-
gen atoms positioned at 2.35 Å (U-Oeq). The second coordination sphere is
composed by 3.3(5) phosphorous atoms at U...P = 3.77 Å. Both U-Oeq and
the U...P distances are typical distances for such phosphonate ligands as re-
ported by Kubici et al. for a monodentate phosphate (U. . . OP = 2.28 Å and
U. . . P = 3.64Å) [11].

Data obtained to date suggest that a macromolecular chelating approach
to acting against actinide incorporation in target organs could be a valu-
able strategy. Studies aiming at determining the optimal molecular weight
or size that directly impacts biodistribution and hence the toxicity and long-
term kinetics experiments are also required to determine whether or not the
actinide complexes could be naturally excreted with time. In a near future,
the physical chemical approach presented above in model conditions will
have to be complemented with biological assessments.
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Collective behaviours of light
and matter

Thibaut Flottat, Frédéric Hébert and
George Batrouni

Abstract Coupling of light and matter can lead to the emergence of new col-
lective phenomena, which render a separate description in terms of light or
matter impossible. To understand and describe such cases, new composite
light matter objects need to be introduced. In this chapter, we present theo-
retical studies of two examples of such systems. The first is an assembly of
coupled Rabi cavities that shows coherent behaviour similar to Dicke super-
radiance. The second is a Bose-Einstein condensate coupled to the optical
modes of a cavity, that mediate an effective long range interaction between
the atoms of the condensate and drive it into a supersolid phase.

1 Introduction

In quantum and condensed matter physics, light has always been used as
a tool to manipulate and observe objects and phenomena. For example, in
cold atoms experiments, electromagnetic (EM) fields are used to trap the
atoms, to modify their mutual interaction through Feshbach resonances, and
to impose all kinds of optical lattices upon them [1]. In solid state physics,
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photoemission spectroscopy [2] allows to determine the electron dispersion
relations.

Beyond this, the coupling of light and matter can bring forth new collec-
tive behaviour where the observed phenomena, and the relevant degrees
of freedom used to describe them, intricately mix both. When the light-
matter coupling is strong, a separate description is not relevant, and new
quantum objects emerge. For example, polaritons are quantum superposi-
tions of a photon and a dipolar excitation of a solid medium. They behave
as bosonic quasi-particles and can undergo Bose-Einstein condensation [3].
Similar collective light-matter phases can be observed in cold atoms experi-
ments placed in optical cavities [4], for example Dicke superradiance [5] or
crystallization [6]. In this chapter, we will exemplify such light-matter col-
lective behavior by studying two cases.

First, we will consider the collective behaviour of coupled cavities. Each
cavity is composed of an artificial atom coupled to the electromagnetic (EM)
modes of the cavity. If the coupling is strong enough, the degrees of freedom
of the atom and the EM field cannot be separated and these cavities, once
connected to each others, are then new bricks to study collective behaviour.
Quantum electrodynamic circuits are experimental realisation of such sys-
tems.

Secondly, we study an ensemble of atoms placed in a single cavity. The
coupling with the field mediates an effective long range interaction between
the atoms, that drives them into a supersolid phase, which exhibits simulta-
neous Bose condensed and charge density orders.

Both these studies present theoretical approaches to these problems. We
use exact numerical techniques, quantum Monte Carlo (QMC) simulations
with the SGF algorithm [7], supplemented by mean field techniques. The
SGF method allows the calculation of many physical quantities, including
complex correlation functions, at finite temperature on finite clusters.

2 Coupled cavities

Recently, it became possible to build elementary cavity quantum electrody-
namics systems on solid state chips. For example a Josephson junction can
play the role of an artificial atom and can be coupled to microwave photons
localized in a small wave guide [8, 9]. A simple description of such cavi-
ties is based on the Rabi model. In this description, the material system is
described as a two level quantum system, that is a spin 1/2, of excitation
energy ωs. We neglect all of the EM modes but one, of energy ωl , and in-
troduce a coupling strength between light and matter g (Fig. 1 (a)). Cavities
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Fig. 1 (a) The Rabi model,
where a two level quantum
system (spin) is coupled
to a single EM mode, is
the simplest model used
to describe a cavity. (b)
Coupling different cavi-
ties by tunnel effect, we
obtain a QED circuit de-
scribed by the so-called
Rabi-Hubbard model.

(b)

(a)

are coupled to each other by tunnel effect of strength J, which gives a so-
called circuit quantum electrodynamics (QED) system (Fig. 1 (b)). Written in
second quantized form, the Hamiltonian of the model reads

H = ∑
i

(
ωsσ+

i σ−i + ωla†
i ai + g(σ+

i + σ−i )(ai + a†
i )
)

+ J ∑
i
(aia†

i+1 + ai+1a†
i ) (1)

i is the index of the cavity, operators a†
i and ai create and destroy a photon

in cavity i, σ+
i and σ−i excite or de-excite the atom (spin) in cavity i. This

model was dubbed Rabi-Hubbard model due to the presence of the tun-
nel effect term which is similar to those of Hubbard models in solid state
physics. The tunnel effect term is diagonal in Fourier space. If the photons
were decoupled from the atoms, the eigenstates would be plane waves and
the eigenenergies would form a band, which is similar to what is observed
for massive particles in lattices. The lowest energy state would be the state
with wave vector k = 0. In the following we will concentrate on the resonant
case where ωs = ωl = ω.

This model has long been studied in the so-called rotating wave approx-
imation (RW) (also known as the Jaynes-Cummings Hamiltonian). In this
case, terms that do not conserve the total number of excitations N (N being
the sum of the number of excited atoms and of the number of photons in the
system) are neglected. Using this RW approximation, it was shown [10, 11]
that a phenomenon similar to a photon blockade occurs, which was later
observed experimentally [12]. In the photon blockade regime, the coupling
between atoms and light is strong enough to stabilize a phase where, in each
cavity, there is exactly one excitation, that is a quantum superposition of the
excited atom and of a photon. The coupling g lowers the energy of such a
state, which forbids other photons to come in the cavity. The different cavi-
ties are then decoupled, as photons are forbidden from tunneling from one
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cavity to the next, which is similar to the Mott insulating phase observed
in condensed matter physics. When the system is driven out of this phase
by varying the parameters, the tunnel effect is once again allowed and light
propagation throughout the system will yield long range phase coherence
where photons and atoms will settle in the same state akin to a Bose-Einstein
condensation.

While the RW approximation is valid for small g, it seems not to be when
g becomes of the order of ω, which is the regime that is now reached in cir-
cuit QED systems [9]. A mean-field study by Schiro et al. [13], taking into
account the full Rabi-Hubbard Hamiltonian, showed that there would be
no photon blockade. Taking into account the “counter rotating" (CR) terms
(those which do not conserve the number of excitations) introduces fluctua-
tions that destroy the blockade/Mott-like phase.

In our work [14], we studied the phase diagram of this system using ex-
act SGF QMC simulations. It is challenging to treat exactly such systems
as the number of particles changes and can become rather large. Other nu-
merical techniques have difficulties tackling such problems. We confirmed
the mean field predictions of [13] and derived the complete phase diagram
of the Rabi-Hubbard model. The system adopts two phases (Fig. 2, left),
depending on the Hamiltonian parameters: a phase where there is no co-
herence (but no blockade) dubbed a Rabi insulator and a phase where the
systems becomes coherent, which is essentially the physics of the Dicke su-
perradiant transition. In the incoherent phase, all correlation functions de-
cay exponentially with distance between cavities, as in a photon blockade

0 0.1 0.2 0.3 0.4 0.5 0.6

J/ω

0

0.5

1

1.5

2

g
/ω

Schiro Mean Field
QMC

Rabi Insulator

Superradiant phase

Unstable
phase

10
-2

10
-1

ω
l
/4-J

10
-1

10
0

10
1

n
l

g=0.75, QMC

g=0.5, QMC

g=0.25, QMC

g
2
/(ω

l
-4J)

2

Fig. 2 (left) The QMC phase diagram of the Rabi Hubbard model, compared with mean
field results. We observe two phases: an incoherent Rabi insulator and a coherent super-
radiant phase. There is also a region where the system is unstable for J > ωl/2. (right)
Density of photons in the system, as a function of−J. As J approaches the unstable region
(J > ωl/4 in this case), the density of photons diverges. As nl becomes large, it reaches a
mean field regime where nl ' g2/(ωl − 4J)2. See [14] for details.
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regime, but the density of excitations remains small and fluctuates, in other
words the system is not gapped: It is compressible. As g and J are increased,
one passes from the incoherent to the coherent phase. In the coherent phase,
some correlation functions for both atoms and photons remain non zero at
long distances, which means that this is collective phase where both matter
and light become ordered at the same time. The density of photons becomes
macroscopic in the k = 0 Fourier mode, which means that they condense in
one state, the atoms are then “synchronised" by the collective k = 0 mode.
Despite the fact that we have a band of photons mode, only the lowest en-
ergy one is relevant in that case, which is similar to the superradiant physics.

When the density of photons becomes large, the mean field predictions
accurately describe the system (Fig. 2, right). For some parameters, the
number of photons diverge and, beyond this limit, the Hamiltonian is not
bounded (unstable region). We also studied variants of the Rabi Hubbard
model to explore further the effect of the counter rotating terms on the
physics of such systems [14].

In our equilibrium study, we did not find a blockade regime, except for
some extreme parameters. With our Hamiltonian, the density of excitations
grows with g but so do the fluctuations due to the counter rotating terms,
which forbids the establishment of the blockade. On the contrary, in the RW
approximation, the density of excitations is a conserved quantity, set inde-
pendently of g, and we can have a large density with a value of g that is
small to limit fluctuations. In experiments, that are made out of equilibrium,
a similar effect happens as pumps set the density of excitations to the desired
level, independently of g. However, when g is intrinsically large, we have
shown that the RW description is not valid and that the full Rabi model must
be used. This is the case for recent experiments that now reach the so-called
ultrastrong coupling (g ' ω) or deep strong coupling (g > ω) regimes [9].

3 Bosons with cavity mediated interactions

The elusive supersolid phase has been proposed almost 60 years ago [15,16]
as a phase that shows both spatial ordering and superfluid (Bose condensed)
properties. This is a priori contradictory as, in a Bose condensed phase, the
particles are delocalized, which generates the long range phase coherence
that is typical for this phase but smears any density pattern.

Recently, one of the first observation of such a phase has been achieved for
condensed bosons in a cavity [17], as a collective light matter phase. The sys-
tem is a two-dimensional condensed gas of cold atoms (Fig. 3, (left)) placed
in an optical cavity. A cavity mode of wave length λ is pumped and a laser
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Fig. 3 (left) In the experiment [17], a 2D gas of cold atoms is subjected to two perpendic-
ular modes in a cavity. (right) The two optical modes are coupled if the atoms adopt a
chequerboard pattern that provides the right wave planes to couple modes by scattering.

of the same wave length creates, by reflection on a mirror, a perpendicular
standing wave mode. This creates a square optical lattice for the atoms to
move into. But, if the atoms are placed with a chequerboard arrangement in
this lattice, they scatter one mode into the other, which lowers the energy.
There are two such chequerboard arrangements on odd or even sites of the
square lattice (Fig. 3, (right)).

Integrating out the EM field yields an effective model for the atoms which
reads

Ĥ = −t ∑
〈i,j〉

(
b†

i bj + H.c.
)
+ Us ∑

i

ni (ni − 1)
2

− Ul
L2

(
∑
i∈e

ni −∑
i∈o

ni

)2

. (2)

The b†
i and bi operators create and destroy bosons on site i of a L× L optical

lattice while ni is the boson number operator on site i. The t term propagates
the particles in the lattice by tunnel effect between neighbouring sites 〈i, j〉.
Us is the strength of the on site repulsion between bosons. The Ul term is
the interaction mediated by the coupling to the cavity modes that favours
having particles either on the even (e) sites or on the odd (o) sites of the
lattice. This is an infinite range interaction as all the particles are globally
coupled. In this work, we concentrate on the physics of bosons, as the light
degrees of freedom are integrated out in the description, but the observed
phenomenon is in fact a collective phase of matter and light and a complete
description requires to take both into account.

In our work [18], we derive the phase diagram of this model by QMC
techniques, especially concentrating on the case where there is, on average,
a density of one particle per site ρ = 1. This is the experimental case [17]
although, in cold atom experiments, the density varies depending on the
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Fig. 4 The phase diagram
for fixed density ρ = 1 of
one particle per site as a
function of Ul and Us is
qualitatively similar to the
experiments’ findings [17].
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position in the system, which yields some differences between experimental
results and our theoretical study. This model was also studied using mean-
field techniques [19, 20].

The superfluid nature of the system is signalled by a finite density of con-
densed bosons n(k = 0) in the k = 0 mode while the chequerboard patterns
give a non zero structure factor (Fourier transform of the density correla-
tions) S(π,π). The phase diagram (Fig. 4), as a function of Us and Ul (t sets
the energy scale), includes four phases, that were observed experimentally:

• A superfluid (SF) Bose condensed phase at low interactions (n(k = 0) 6= 0,
S(π,π) = 0)

• An incompressible homogeneous Mott insulator (MI) phase with one par-
ticle per site when Us dominates (n(k = 0) = 0, S(π,π) = 0)

• a charge density wave phase with 2 particles on even sites and 0 on odd
sites (or the reverse), which breaks the translation symmetry (dubbed
CDW(2,0) phase) when Ul dominates (n(k = 0) = 0, S(π,π) 6= 0)

• a supersolid phase between the SF and CDW(2,0) phases with both an
alternating density between even and odd sites and a phase coherence
(n(k = 0) 6= 0, S(π,π) 6= 0).

The same four phases were found in the experiment but the extent of the
supersolid phase appears to be larger, compared to our data.

Numerically we explored other regimes, especially by varying the den-
sity. We found CDW phases with different patterns depending on the den-
sity : pattern (1,0) for ρ = 1/2 and patterns (2,1) or (3,0) for ρ = 3/2. For mod-
erate Ul (Fig. 5 (a)), varying the density, we observe an alternation of super-
fluid regions, CDW phases for ρ = 1/2 and ρ = 3/2 that are surrounded by
supersolid phases, as expected, and a Mott phase for ρ = 1. On the contrary,
for large Ul (Fig. 5 (b)) the cavity mediated interaction always impose the
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Fig. 5 Varying density, we find different charge density wave, superfluid and supersolid
phases. (a) For moderate Ul we find an alternation of phases with (S(π,π) 6= 0) and with-
out (S(π,π) = 0) density modulation. (b) For large Ul there is always density modulation.

presence of a density modulation and we only observe CDW and supersolid
behaviour (S(π,π) always 6= 0).

We also analysed in detail the nature of the phase transitions between
these different phases. In some cases, we observe first order phase transi-
tions, which shows that the system is unstable towards phase separation,
for example for ρ = 1/2 (see [18] for details).
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Extreme and rare events in
hydrodynamical and optical

systems

Giovanna Tissoni and Eric Simonnet

Abstract Rare and extreme events are ubiquitous in nature and society,
spanning from magnetic storms or particularly violent earthquakes, to mar-
ket crashes or oceanic rogue waves. Different viewpoints are therefore pos-
sible: coming from two different communities, we will try here to bring to-
gether our ways to look at these events. After a very brief review of some
recent results in our respective scientific domains, that is, non-equilibrium/
statistical physics and nonlinear/dissipative optical systems, we draw some
perspectives to develop a new approach using genetic algorithms to calcu-
late extreme events in nonlinear dissipative optical systems.

1 Introduction

Nowadays, the modeling of complexity, in biology, geophysics or hydrody-
namical turbulence for instance, involves systems with a huge number of
degrees of freedom (d.o.f.) together with stochastic parametrisations. These
parametrisations are needed, in general, to handle the physics at the micro-
scopic/subgrid scale and to reduce the number of d.o.f. like in the Earth
climate system, which involves multi-scale dynamics from a few meters to
thousands of kilometers. Even more challenging, these systems are gener-
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ally far from equilibrium. Therefore, deterministic tools such as dynamical
systems and bifurcation theory are not sufficient to handle these aspects.
Nonequilibrium statistical physics appears to be the natural framework to
study these phenomena.

It is often the case that physical systems exhibit phase transitions related
to the existence of metastable states. The typical scenario is a system at equi-
librium that exhibits (random) small-amplitude fluctuations. From time to
time, some of these fluctuations might not be small and "push" the known
(local) dynamics into another regime. These noise-induced transitions gen-
erally occur over a very short length of time. For many physical systems, it
is particularly crucial to understand and predict these phase transitions, as
they may have dramatic impacts to our societies.

The main aspect of this research is to use recent algorithmic tools for
studying extreme and rare events in physics. These tools are not only able
to compute the probability of these events but they also provide the physics
associated to them. Even more importantly, they are able to overcome the
so-called "curse of dimensionality" by handling systems with many d.o.f.
These ideas were first proposed by J. Von Neumann (Manhattan project, un-
published) and developed in [1]. The first mathematical developments were
obtained much later [2–5] and many others. The first successful applications
in complex systems are very recent [6, 7].

Roughly speaking, the idea is to mimic the evolution of species by per-
forming Darwinian selections on the system dynamics, in a controlled (un-
biased) way. These types of algorithms essentially perform a large number of
mutations and selections (branching) by cloning the system dynamics. This
is the reason they have sometimes been called genetic algorithms although
they bear several different names (multilevel splitting, go-with-the-winner,
rare event - large-deviation algorithms, etc.). In summary, these approaches
are able to sample the system tail probability very efficiently. It thus allows
us to compute rare or/and extreme events (see [7] for computing extremes),
no matter the dimension of the system.

2 Phase transitions for atmospheric jets

In the recent years, it has been conjectured that a global climate change has
occurred on Jupiter in the past century, which can be traced back to the 30’s
and the sudden disappearance of one of the atmospheric jets (similar to the
North-Atlantic“jet stream" on Earth) [8]. In this work, we investigate phase
transitions in a simple turbulent model of (barotropic) atmospheric jets. We
are able to observe rare events corresponding to the absorption of a west-
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Fig. 2 Finite-noise instanton concentrated along the most probable transition path be-
tween two-jet states and three-jet states.

ward jet into an eastward jet (coalescence) as well as the spontaneous cre-
ation of new eastward jets (nucleation). The statistics and the corresponding
physics of these rare events are computed using a genetic algorithm called
adaptive-multilevel splitting. This algorithm is exponentially faster than tra-
ditional tools (e.g., Monte-Carlo sampling) and allow for robust statistics of
very low probability events. Figure 1 illustrates the creation of a new east-
ward jet. In addition, we can show that these transitions are controlled by
an underlying instanton in the weak-noise limit (see Fig. 2). Therefore, it
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suggests that only specific fluctuations along the instanton can yield such
transitions and that predictors can be defined.

Although it is too early to relate this theoretical work with [8] we expect
in the near future to consider more realistic models exhibiting the observed
phenomenology. This is joint work with Freddy Bouchet at the Physics lab.
ENS Lyon (in preparation).

3 Rogue waves in a laser with saturable absorber

In the recent years, extreme events in optics have been attracting a lot of
interest, originating from the seminal paper by Solli et al. [9], due to the
well-known analogy between optics and hydrodynamics, where rogue wave
formation and prediction is a priority field of investigations. A huge body of
literature has been blooming on this subject, studying rogue waves for many
different optical systems (for a review, see [10–12] and references therein).

Optical fibers and fiber lasers are systems of choice for the analysis of op-
tical rogue waves due to their natural longitudinal extension both for the
conservative and the dissipative case. Dissipative rogue waves in laser de-
vices have been also studied, and semiconductor systems have emerged as
experimentally convenient test beds for the analysis of extreme phenomena.
For instance, low dimensional semiconductor systems in which the wave
envelope is severely constrained by boundary conditions served to demon-
strate that the emergence of rogue events can be associated to an external
crisis in a chaotic regime [13], thus showing the deterministic character of
these extreme events.

Very recently, extreme events were studied both experimentally and nu-
merically [14] in the intensity emitted by a monolithic broad-area vertical
cavity surface emitting laser (VCSEL) with a saturable absorber with a lin-
ear pump (which reduces to one the transverse dimensions), and spatio-
temporal chaos is claimed to be at the dynamical origin of extreme events.

Here we show numerical results about extreme events occurring in the
field intensity emitted by a monolithic broad-area VCSEL with an intra–
cavity saturable absorber [15], as the one used in the experiments on cavity
solitons [14]. The system is displayed in the left panel of Fig. 3. The model
we use is a set of 4 PDEs for the (complex) slowly varying envelope of the
intra-cavity electric field, and the carrier populations in the active and in the
passive material. The control parameters are the pump parameter µ in the
active medium, and the ratio r between the nonradiative lifetimes in the ac-
tive and passive materials (for the model and the parameters we refer the
reader to [15]).
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Fig. 3 Left panel: scheme of the the system in study. Right panel: branches of solutions
displayed for r = 1 as a function of the control parameter µ (injected current in the active
medium, see text): homogenous stationary solution (dashed black line), stationary cavity
solitons (blue line and triangles), time averaged maximum intensity of the turbulent state
(orange line and squares) and of chaotic solitons (green line and circles). Note that the
laser threshold is at µth = 5.18 (subcritical bifurcation).

In the right panel of Fig. 3 we show that below the lasing threshold
the system may present multiple solutions, such as stationary cavity soli-
tons (also called localised structures), oscillating or chaotic solitons and a
global "turbulent" solution where the light intensity oscillates aperiodically
in space and time, together with the trivial non-lasing solution. The turbu-
lent solution survives above threshold, where it is the only attractor of the
system. This solution has been associated (for the 1D case and for a slightly
different set of parameters) to spatio-temporal chaos [14].

When the system is emitting on the "turbulent" solution, we perform a
statistical treatment on the full set of 3D data of field intensity as a func-
tion of space and time. In contrast with previous literature about optical
rogue waves in spatially extended systems [14,16], we developed a numeri-
cal method for the individuation of the spatio-temporal maxima of the trans-
verse field intensity in which each maximum appearing in the space profile
is counted as an “event”only when its peak intensity reaches the maximum
value also in time. This method allows a comparison, for example, with the
hydrodynamical definition of “significant wave height”, corresponding to
the mean value of the wave height (from trough to crest) of the highest third
of the waves.

The results of the statistical analysis are shown in Fig. 4, where the thresh-
olds for RW are defined as follows:
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Fig. 4 (a) PDF of the spatio-temporal maxima for a numerical simulation lasting 25 ns, for
µ = 7 and r = 2.5. The green and magenta lines are respectively the Gumbel and Weibull
distributions computed from the mean and standard deviation of the data. The three ver-
tical dashed lines indicate three different definitions of rogue wave thresholds, defined in
the text as thresholds 1,2 and 3 (see the legend, and the text). (b) PDF of all the values ex-
plored by the intensity during the simulation in each point of the transverse plane. Black
dashed vertical line: threshold for rogue waves (same as threshold 1 in (a)). Here µ = 5
and r = 2.4. The presence of very heavy tails is clearly visible, and RW exist according to
all the threshold definitions.

Threshold 1: the mean intensity, averaged on every point of the transverse
plane and every instant in time, plus 8 times the standard deviation. This
is the definition most commonly used for studying optical rogue waves in
spatially extended systems [16, 17].

Threshold 2: two times the significant wave height Hs, defined as the av-
erage of the highest third of the spatio-temporal maxima values. This is the
typical hydrodynamic definition, and permits one to get rid of a possible
global increase of the average value, that would not correspond to a freak
wave. The typical number of “events" detected during a simulation lasting
25ns is around 6× 105.

Threshold 3: average of spatio-temporal maxima values plus 8 times the
standard deviation.

We performed a statistical analysis of all the data (spatio-temporal max-
ima or total intensity) varying systematically the pump parameter µ and the
carrier lifetimes ratio r, and we could conclude that rogue waves are most
probable below the lasing threshold (in the multistability region, see Fig.3)
towards the lowest values of µ (leftmost part of the turbulent branch) and
for high values of r, meaning fast saturable absorbers.

Finally, in Fig. 5 we show an example of how a rogue wave looks like in
the transverse plane, together with its temporal profile.
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Fig. 5 Example of a rogue wave in the transverse plane (upper left panel) and its spatial
(upper right panel) and temporal (lower panel) profiles, shown for the variables I (solid
red line), D (dotted blue line) and d (dash dotted yellow line). Parameters are µ = 4.8,r =
2.2.

4 Conclusion

Based on our expertise, both in optical systems and the computation of rare
and extreme events, we would like to analyze spatially extended optical
cavities in various regimes. In particular, genetic algorithms similar to the
one used for studying atmospheric jet phase transitions, could potentially
give very large-ensemble statistics of optical rogue waves. One of the key
points is to compare these results with known experiments taking place in
our laboratory and in various places over the world (New Zealand, Scot-
land, and France). This study will provide a rigorous formalism for optical
rogue waves and will also give tools for predicting their appearance and in
particular to detect instanton-driven regimes. This approach based on non-
equilibrium statistical physics is completely new and could be extended to
many area of physics due to its predictive character.
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Complex molecule synthesis
made easy

Nelli Elizarov, Pascal D. Giorgi,
Alexandra Yeromina, Sylvain Antoniotti

Abstract By the combination of suitable catalytic methodologies, the syn-
thesis of complex molecules could be performed with limited footprints
and energy consumption either in orthogonal multicatalysis, sequential one-
pot reactions or sequential reactions in continuous flow. In this account, we
present a selection of our recent results in this area of research where several
catalysts such as supported metal nanoparticles, supported metal salts, or
mineral and organic bases were combined. New and step-economical syn-
thetic methods were thus developed either in standard batch reactors or in
continuous flow using millifluidic technology.

1 Introduction

For most epistemologists and historians of science, organic synthesis was
born serendipitously in 1828 when Friedrich Wöhler obtained urea from am-
monium cyanide [1]. Since then, the art of synthesis has improved both in
terms of the complexity of molecules synthesized and the efficiency of the
synthetic methods used. In most instances, the chemical synthesis of a given
molecule starts with commercially available building blocks, mostly from
the petrochemical industry, but increasingly from bio-based resources [2].
The core structure of the building block is then modified following a series
of sequential operations to increase the number of atoms, the number of
covalent bonds and the degree of oxidation, like Nature does for example
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in the biosynthesis of complex terpenoids [3]. For larger molecules, two or
more syntheses can be performed in parallel and their products merged at
some point to converge towards the final structure [4]. In the light of the re-
cent shift towards more sustainable processes in chemical synthesis, it has
become desirable to discover and apply novel methodologies to fulfill the
need for complex molecules to be used in health or well-being applications
without compromising the quality of the environment and the level of re-
sources left to future generations [5].

To contribute to this effort, we have recently developed complex catalytic
systems simply hyphenated in the same reactor or synergistically assem-
bled to perform multiple elementary steps of synthesis in one operation,
thereby delivering complex molecules more easily. Catalysis is in itself a
premium approach to discover chemical transformations with low impact
in terms of waste generation and energy consumption by its intrinsic as-
sets [6–8]. Specifically, our strategy is based on the design of complex reac-
tions schemes triggered by a clean oxidation reaction of activated alcohols by
gold nanoparticles (Au NPs) solely requiring O2 as the terminal oxidant [9].
To achieve these one-pot/multi-step transformations, we needed an oxidiz-
ing system both specific of the allylic alcohol motif, and selective for the for-
mation of aldehydes. In addition, this ideal oxidative catalytic system had
to be compatible with the multicatalytic setting. These prerequisites were
found with Au NPs operating under O2 [10–14].

In this account, we present our recent results in this area of research
where the Au NPs-catalyzed allylic alcohol oxidation has been combined
with C-C bond forming tandem reactions such as Friedel-Crafts-type aldoli-
sation/cyclisation and oxa-Michael addition/aldolisation to yield valuable
bioactive molecules in one operation, making complex molecules synthesis
easy.

2 Oxidation by supported gold nanoparticles

Gold nanoparticles (Au NPs) have been successfully used in various cat-
alytic carbon-carbon and carbon-heteroatom bond-forming reactions and,
thanks to their ability to activate molecular oxygen, in oxidation reactions of
organic substrates [15–20].

Preliminary screening of catalysts and reaction conditions taught us that
small supported Au NPs (2-3 nm of diameter) were suitable as a catalyst
in toluene and THF for the oxidation of activated alcohols. Optimization
studies and control experiments were thus performed with these catalysts in
batch reactors on benzyl alcohol 1a, a benchmark substrate for this type of



Complex molecule synthesis made easy 79

oxidation reaction [21]. To avoid both energy consumption and safety issues,
a fixed pressure of O2 of 1 atm was used.

These conditions were successfully applied to allylic alcohols such as cin-
namyl alcohol 2a, nerol 3a, geraniol 4a, and farnesol 5a delivering the cor-
responding aldehydes in 66-99% yields and 66-99% conversion (Figure 1).
With these results in hand, we started to study the reaction in continuous
flow. Heterogeneous catalysis is well suited for being used in flow since
catalytic reactors as simple as a column filled with the solid catalytic ma-
terial could be used. In the case of reactions occurring in gas-liquid biphasic
medium, the flow chemistry set up often outperforms batch reactors [22,23].
We therefore transposed our batch conditions with fixed-bed catalytic reac-
tors containing Au NPs supported on Al2O3 and a tube-in-tube gas/liquid
device for the O2 supply. The optimized protocol in continuous flow was
found to be more efficient for aliphatic substrates, the corresponding alde-
hydes 1-5b being obtained in 84-87% yield (vs 66-68% in batch) at a flow
rate of 0.444 mL.min-1 for a residence time of 3.7 minutes. A better relative
O2 concentration could probably account for this improvement, as well as
the limited residence time of the product in the reactor, thereby limiting the
risk of degradation at 80◦C [21].

Fig. 1 Au NPs-catalyzed oxidation of activated alcohols.

3 Oxidation / Friedel-Crafts Aldolisation / Cyclisation

With this oxidation protocol tailored for our applications in hand, we next
turned our attention to its combination with an aldol Friedel-Crafts-type re-
action, requiring an aldehyde as the electrophilic partner and aryl nucle-
ophiles.

Our study was initiated with benzyl alcohol derivatives and an electron-
rich aryl nucleophile, such as veratrol 6, in order to obtain unsymmetri-
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cal benzophenones upon oxidation/aldol Friedel-Crafts-type/oxidation. To
achieve this goal, we combined the Au NPs-catalyzed oxidation with a Bron-
sted acid-catalyzed reaction with the use of Amberlyst 15, a sulfonic organic
resin. In spite of several attempts, we found that if the first and second steps
occurred as expected with the oxidation of 1a to 1b and subsequent addition
of 6, the second oxidation to the corresponding benzophenone did not occur
and the addition of a second veratrol unit yielded triarylmethanes such as
1a6 together with oxidation products benzoic acid 1c and benzyl benzoate
1d and other secondary products (Figure 2).

Fig. 2 Combined oxidation/aldol Friedel-Crafts type reaction.

Considering the reactivity of aldol Friedel-Crafts products, we decided to
turn this reactivity to our favor using bifunctional substrates and aryl nu-
cleophiles likely to react intramolecularly in a second time to yield complex
cyclic structures. The aldehydic substrate would be generated in situ upon
Au NPs-catalyzed oxidation of allylic alcohols under O2.

We thus screened a series of Lewis and Bronsted acids in a test reaction
with citral (mixture of 3b and 4b) and 5-methylresorcinol (orcinol) 7, thereby
focusing on the second step. If conventional Lewis acids delivered mixtures
containing ∆9- and ∆8-tetrahydrocannabiorcol (THCC) 3aa, the use of mont-
morillonite doped with metal cations (M-MMT) enabled the selective for-
mation of ortho-THCC 3aa’. Under optimized conditions using Ti-MMT as
catalyst (10 mol%), a yield of up to 98% 3aa’ was obtained as a 83:17 mixture
of ∆9 and ∆8 isomers (entry 13). The cis/trans ratio was found to be 8:2 in
most cases. This result was rather unexpected since these compounds were
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typically observed as side products in various syntheses of natural cannabi-
noids. In the same reaction conditions, but using olivetol 8 instead of 7, or-
tho-∆9-THC 3ab’ was obtained in 77% isolated yield (Figure 3) [24].

Fig. 3 Formation of the ortho-∆9-THC 3ab’.

A series of experiments was then undertaken to gain a better understand-
ing of the regioselectivity of the reaction. First, the role of hydroxyl groups
of 7 was evaluated. Citral was thus treated with modified alkyl resorcinols,
in the presence of Ti-MMT (10 mol%) under our optimized conditions. Inter-
estingly, the blockage of both hydroxyl groups by methylation or acetylation
resulted in complete inhibition of the arylation reaction and the recovery of
unchanged citral. Surprisingly, the blockage of a single hydroxyl group also
completely inhibited the reaction. Based on these observations, and taking
the regioselectivity in favor of ortho- isomers into consideration, we reasoned
that Ti-MMT could influence the selectivity through a template effect where
both hydroxyl groups would coordinate the interlamellar surface, combined
with a Lewis-acid assisted Bronsted acid process (LBA process) allowed by
Ti(IV) species. The nucleophilic attack of the arene would thus proceed via
the most accessible position, in ortho relative to the alkyl substituent (Figure
4).

Considering our interest in the design of multicatalytic chemical pro-
cesses, we performed a preliminary series of tests to combine an Au NP-
catalyzed oxidation of allylic alcohols with the Ti-MMT-catalyzed cyclisa-
tion. Unfortunately, catalysts were not compatible in our conditions and the
oxidation step was quenched in the presence of Ti-MMT. We thus moved
towards continuous flow chemistry reactors.

The first stage of the batch/flow transposition was the optimization of the
Ti-MMT-catalyzed step. At a 0.05 M concentration, a conversion of 100% of
citral and 98% yield of cyclized products could be obtained with a column
charged with 400 mg of Ti-MMT within 5 min residence time. With the im-
plementation of a second catalytic column filled with Au NPs/Al2O3 (1 g)
and using the tube-in-tube technology for an efficient O2 supply, the flow
synthesis of ortho-THC and analogs was possible from 3a (2.5 mmol scale)
and enabled total conversion, and the formation of ortho-THCC 3aa’ (∆8/∆9
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Fig. 4 LBA mode of activation at the Ti-MMT surface and subsequent regioselectivity of
the reaction.

1:3.5) and ortho-THC 3ab’ (∆8/∆9 1:6) with a 81 and 72% yield, respectively,
from 7 and 8 (Figure 5). The first stage of the batch/flow transposition was
the optimization of the Ti-MMT-catalyzed step. At a 0.05 M concentration,
a conversion of 100% of citral and 98% yield of cyclized products could be
obtained with a column charged with 400 mg of Ti-MMT within 5 min resi-
dence time. With the implementation of a second catalytic column filled with
Au NPs/Al2O3 (1 g) and using the tube-in-tube technology for an efficient
O2 supply, the flow synthesis of ortho-THC and analogs was possible from
3a (2.5 mmol scale) and enabled total conversion, and the formation of or-
tho-THCC 3aa’ (∆8/∆9 1:3.5) and ortho-THC 3ab’ (∆8/∆9 1:6) with a 81 and
72% yield, respectively, from 7 and 8 (Figure 5).

Fig. 5 Continuous flow set up for the synthesis of ortho-THCs 3aa’-3ab’.
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4 Oxidation / Hetero-Michael Addition / Addition /
Crotonisation

Chromenes are motifs occurring in a large number of natural products ex-
hibiting bioactivity and several synthetic methods to access these structures
have been reported [25–33]. Our plan was to use the Au NPs/O2 catalytic
system to generate in situ α, β-unsaturated aldehydes further undergoing a
base-catalyzed oxa-Michael addition of salicylaldehydes to yield chromenes
substituted on positions 2, 3 and 5 in a bicatalytic one-pot/4-steps procedure
thereby shortening the access to these chromene structures. Initial testing
taught us that the two catalytic systems were not compatible, and a sequen-
tial one-pot process was thus developed.

Upon substrate-specific optimisation, we found that for aliphatic allylic
alcohols, a mineral base such as K2CO3 (1.1 equiv., added as a methano-
lic solution) was efficient enough and chromenes were obtained in 59-67%
yields. With cinnamyl alcohol derivatives, the use of an organic base such as
pyrrolidine (30 mol%) in THF in the presence of molecular sieves (3 Å) was
necessary for the reaction to proceed efficiently, and the expected chromenes
were obtained in 86-93% yields. By replacing salicylaldehyde 9 (R3=H, X=O)
by ortho-aminobenzaldehyde 10 (R3=H, X=NH), dihydroquinolines could be
obtained similarly in 79-93% yields. Variation on the salicylaldehyde partner
was also possible (Figure 6) [34].

In summary, we have developed a step- and atom-economical bicat-
alytic tandem process allowing a simplified access to biologically relevant
chromene and 1,2-dihydroquinoline scaffolds with a large space of substitu-
tion possibilities. We have shown that up to five reactions could proceed in
the same pot to convert simple starting materials into complex molecules by
combining nanocatalysis and base-catalysis.

5 Conclusion

It is possible to perform intensive synthesis by adapting existing protocols or
discovering new ones. To achieve these goals, the use of catalysis is the key
to success for both basic and practical reasons. Combined with flow chem-
istry technology, complex molecule synthesis could be achieved easily and
efficiently. These approaches could be further developed in the future to-
ward an ideal goal of one-pot total synthesis.
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Fig. 6 Bicatalytic one-pot/4-steps synthesis of substituted chromenes/dihydroquinolines
(Method A: triazabicyclodecene (TBD), Method B: K2CO3 Method C: pyrrolidine).
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Chaotic reverberation chambers
for electromagnetic

compatibility

Olivier Legrand, Ulrich Kuhl, Fabrice Mortessagne,
Khalid Oubaha and Martin Richter

Abstract Electromagnetic reverberation chambers are now commonly used
in the domain of ElectroMagnetic Compatibility (EMC) where electronic
devices or wirelessly connected objects are, for instance, submitted to im-
munity tests. By modifying the standard geometry of current reverberation
chambers – which are metallic Faraday cavities – to make them chaotic, we
have shown that the statistical requirements of a well-operating reverber-
ation chamber are better satisfied in the more complex geometry due to
its spatial and spectral statistical behaviors being very close to those pre-
dicted by random matrix theory. More specifically, we have shown that in
the range of frequency corresponding to the first few hundred modes, the
suppression of non-generic modes could be achieved by drastically reduc-
ing the amount of parallel walls. Among other results we could demonstrate
that, in a chaotic cavity, the low frequency limit of a well operating reverber-
ation chamber can be significantly reduced under the usual values met in
conventional mode-stirred reverberation chambers.

1 Introduction

Mode-stirred reverberation chambers (MSRC) play an important role in
Electromagnetic Compatibility (EMC). They have been designed initially to
cope with the measurements of the electromagnetic (EM) emission of ra-
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diofrequency sources. By extending the concerned frequencies from hun-
dreds of MHz to tens of GHz, the reduction of the wavelength came with a
decrease of the antenna size, so that the production of intense fields obtained
through the confinement in the reverberant environment had to be favored.
By producing oversized cavities compared to the wavelength, generation of
fields of random amplitudes is currently achieved by mode-stirring [1] with
the help of complex-shaped metallic mechanical rotating stirrers. With their
help it is possible to obtain statistically valuable results for the EM radiation
emitted from or impinging upon an object under test. In particular, thanks
to the presence of a mechanical stirrer, devices under test are expected to be
submitted to an isotropic, statistically uniform and depolarized electromag-
netic field. Those properties are believed to be satisfied under the condition
that the frequency is above the so-called lowest useable frequency (LUF). There
are many definitions of the LUF [2, 3] but they all suffer from an important
drawback since they don’t explicitly take the overlap of resonances, induced
by the losses, into account [4]. Indeed, the LUF being the frequency above
which the condition of a statistical uniformity of the field is achieved, the
use of a stirrer is supposed to ensure the validity of the so-called continu-
ous plane wave-spectrum hypothesis. This statistical hypothesis about the EM
field inside reverberation chambers is commonly used by the EMC commu-
nity and was originally proposed by D. A. Hill [5, 6], who assumed that the
field is statistically equivalent to a random superposition of traveling plane
waves. This hypothesis is generally well verified if the excitation frequency
is much larger than the LUF, a result that has long been acknowledged in
room acoustics literature [7, 8] due to large modal overlap. However, in a
frequency regime close to the LUF, the EM field might be neither uniform
nor isotropic and this is in spite of any stirring. In this regime, conventional
reverberation chambers, which are not chaotic cavities, display a highly non-
universal behavior, which may depend on their geometries, the types of an-
tennas used or the object under test.

Moreover, in order to get reliable statements about the fluctuations of the
EM field, it is necessary to use statistically independent experimental re-
alizations. Therefore, the statistical ensemble usually achieved by a mode-
stirrer has to be mixing enough to make the intensity patterns of the MSRC
statistically independent from each other.

All the previously mentioned statistical requirements of a well-stirred
MSRC above the LUF closely correspond to the natural behavior of a chaotic
cavity [9–11]. For more than five years now, our group has been investigat-
ing the spectral and spatial statistical properties of three-dimensional (3D)
chaotic cavities, in collaboration with Elodie Richalot and colleagues from
ESYCOM at UPEMLV, and has proposed to use chaotic reverberation cham-
bers (CRC) as a new paradigm for applications in EMC [12–14].
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Beyond EMC concerns, MSRCs also allow one to simulate complex prop-
agation environments related to multiple reflections, a particularly interest-
ing feature for applications towards modern telecommunication techniques.
In particular, CRCs have been recently shown to provide well-adapted
benchmarks to test the quality of communication between antennas when
the influence of reverberation cannot be neglected [15].

In the following section, we will briefly review the main statistical fea-
tures of the electromagnetic response of a CRC that can be deduced from a
Random Matrix model introduced in [14, 16]

2 Statistics of the response in a chaotic reverberation
chamber

When Hill’s hypothesis is not valid, below or in the vicinity of the LUF, the
real and imaginary parts of each component of the EM field are not identi-
cally distributed [17]. For a given configuration of an ideally chaotic cavity,
they are still independently Gaussian distributed, but with different vari-
ances. The ensuing distribution of the modulus of each component |Ea| is
then no longer a Rayleigh distribution but depends on a single parameter $,
called the phase rigidity, defined by:

$ =

∫
V E · E dr∫
V ||E||2 dr

. (1)

Note that for |$| → 1 the system tends to be lossless, a situation correspond-
ing to non-overlapping resonances at low frequency well under the LUF,
whereas |ρ| → 0 corresponds to a completely open system, which recovers
the limit of validity of Hill’s assumptions for frequencies much larger than
the LUF. More specifically, due to the ergodicity of the modes that contribute
to the response, for a given excitation frequency and a given configuration,
the probability distribution P(Ea;$) of the normalized field amplitude of the
Cartesian component Ea = |Ea|/〈|Ea|2〉1/2

r depends solely on the modulus
of $. Since the phase rigidity is itself a distributed quantity, the distribution of
the normalized field amplitude for an ensemble of responses resulting from
stirring thus reads

Pa(Ea) =
∫ 1

0
P$($)P(Ea;$)d$ (2)

where P$ is the distribution of the phase rigidity of the responses. Our in-
vestigations, based on numerical simulations of the Random Matrix model
described in [14,17], have shown that P$ depends solely on the mean modal
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overlap d. This overlap d is defined as the ratio of the average modal band-
width to the average difference between neighboring modal frequencies. We
assume that within the investigated frequency range, the latter quantities
vary only slightly. Similar results have also been obtained for the phase of
the response in a CRC [18].

These theoretical results as well as spectral statistical features like the so-
called level repulsion between frequencies of the modes, the distribution of
the widths of the resonances [19], or the distribution of the width shifts
obtained through parametrical variation of the CRC [20] have been tested
experimentally and confronted with measurements that are meaningful for
the statistical requirements (for instance the uniformity criterion) [16], which
should be met in well-operating MSRCs according to the IEC standard [3].

Fig. 1 180-degree photograph of the chaotic RC at ESYCOM. The commercial RC consists
in a rectangular metallic cavity of dimensions W =2.95 m, L =2.75 m and H =2.35 m and
was modified by placing 3 hemispheres with radii of 40 cm (one at the ceiling and two on
adjacent walls). The mechanical stirrer in the far corner can be seen.

One of the RCs we investigated is shown in Fig. 1 and is located in our
partners’ lab at ESYCOM. It has a volume V' 19 m3 and was made chaotic
by the addition of three or six metallic half-spheres with a radius of 40 cm lo-
cated on different walls [13, 16]. The commercial RC we have modified con-
sists of a rectangular metallic cavity of dimensions W =2.95 m, L =2.75 m
and H =2.35 m equipped by a mode-stirrer in rotation around the vertical
axis and located in a corner. To illustrate the validity of our theoretical ap-
proach in an actual CRC, Fig. 2 shows a comparison of the histogram of the
normalized field amplitude deduced from experimental data measured in
the CRC of Fig. 1, with the prediction (2), where the value d = 0.89 was used.
A best fit with a Weibull distribution used in [21] is also shown, demonstrat-
ing that the latter cannot account for the experimental data neither in the
bulk nor for the small amplitude part of the histogram.
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Fig. 2 Histogram of the normalized field component amplitude from experimental data,
compared with the prediction (2) (continuous line) and the corresponding probability dis-
tribution of P$($) where the value d = 0.89 was used. Weibull best fit (dashed curve).

Another CRC was specifically designed by our group in INPHYNI for
testing communication between monopole antennas in a complex reverber-
ating environment (see Fig. 3) in the framework of experimental investiga-
tions concerning the statistics of reflection and transmission in the moder-
ate and strong modal overlap regimes of fully chaotic reverberation cham-
bers [22].

3 Conclusion

Here, we have briefly reviewed our theoretical and experimental investiga-
tions concerning chaotic electromagnetic cavities leading to the proposal of
chaotic reverberation chambers as a new paradigm for applications in EMC,
in collaboration with Elodie Richalot from ESYCOM. The results from our
group have confirmed the key role of the ergodic character of the response
of a chaotic RC to improve the statistical behavior of an RC for frequen-
cies below or in the neighborhood of the LUF. In particular, the statistical
criterion proposed in [3] to evaluate the uniformity of the spatial field distri-
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Fig. 3 Photograph of the chaotic RC at INPHYNI with length L=100 cm, width W=77 cm
and height H=62 cm. At the walls 54 spherical caps of radius rc=10 cm and cap height
hc=3 cm are used. The total internal volume is V= 0.451 m3.

bution, when used near the LUF or at lower frequencies, is only valid if the
RC is chaotic since the universality of the statistics of the response cannot be
ensured in the case of a conventional non-chaotic RC.
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Collisional relaxation of long
range interacting systems of

particles

Fernanda P. C. Benetti and Bruno Marcos

Abstract Systems of particles with long range interactions present two
phases in their evolution: first, the formation of Quasi-Stationary states
(such as galaxies) in a process called violent relaxation and, second, the much
slower relaxation towards thermal equilibrium, in a process called colli-
sional relaxation. In this contribution we focus on the last process and we
present the first exact calculations of diffusion coefficients performed for
non-homogeneous configurations.

1 Introduction

In Statistical Physics, we call systems with long range interactions those in
which all the particles interact significantly. If they interact through a pair
potential, this potential decreases with distance slower than u(r → ∞) ∼
1/rd, where d is the dimension of space. There are many such systems in na-
ture: self-gravitating systems such as galaxies, globular clusters or the large
scale structure of the Universe, cold trapped atoms, colloids at surface in-
terfaces, active particles, etc. The long range nature of these systems results
in the apparition of “exotic" collective effects compared with short range
systems. They have different manifestations: formation of Quasi-Stationary
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states via the mechanism of “violent relaxation" (such as a galaxy, which is
a quasi-stable structure but completely out of thermodynamic equilibrium),
“collisional" slow relaxation towards thermodynamic equilibrium in a time
scaling with the number of particles, the possibility of negative specific heat
at thermodynamic equilibrium, etc. In this contribution we will focus on the
process of “collisional" slow relaxation of a long range system towards ther-
modynamic equilibrium. An example of such a process is the evaporation of
stars in a galaxy or a globular cluster. This process is driven by the finiteness
of the number of particles, which causes fluctuations (“noise") in the (mean-
field) potential generated by the system. The effect of these fluctuations can
be modeled, as it is usually done in Statistical Physics, through a Fokker-
Planck or Langevin equation. There are, however, two important difficulties:
(i) the noise has to be modeled very precisely taking into account, accurately,
the orbit of each particle and (ii) the motion of the particles perturbs, in turn,
the mean-field potential giving rise to collective effects. In general this re-
sults in very difficult perturbative calculations. We will present the first (to
our knowledge) exact calculations of diffusion coefficients for spatially inho-
mogeneous systems, performed for a simplified one-dimensional long range
model, the Hamiltonian Mean Field model (HMF). The material presented
in this contribution can be found, in an extended format, in [1].

2 Kinetic theory

The natural framework to describe these kinds of out-of-equilibrium sys-
tems, composed by a large number of particles N, is kinetic theory. We start
from the discrete distribution function fd(r,v, t), which contains all the in-
formation of the state of the system at a given time t,

fd(r,v, t) = m
N

∑
i=1

δ[r− ri(t)]δ[v− vi(t)]. (1)

This function has too much information to study the system. Averaging over
initial conditions (denoted by the operator 〈. . . 〉) we define the smoothed
distribution function f (r,v, t) = 〈 fd(r,v, t)〉, which is the equivalent of tak-
ing the limit N→∞ for a single realization. The fluctuations are defined with
fd(r,v, t) = f (r,v, t) + δf (r,v, t). It is possible to show that the smoothed dis-
tribution function obeys the Vlasov-Boltzmann equation [1]:

∂ f
∂t

+ v · ∂ f
∂r
− ∂φ

∂r
· ∂ f

∂v
=

∂

∂v
· 〈δf

∂δφ

∂r
〉, (2)
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The above equation gives the evolution of the smooth distribution due to
correlation between its own fluctuations and the fluctuation of the smooth
potential φ(r, t), determined by φd(r, t) = φ(r, t) + δφ(r, t), where

φ(r, t) =
∫

u(
∣∣r− r′

∣∣) f (r′,v′, t)dr′dv′ (3)

δφ(r, t) =
∫

u(
∣∣r− r′

∣∣)δf (r′,v′, t)dr′dv′, (4)

where u(r) is the inter-particle potential.
The strategy to solve Eq. (2) at first order in δ f (which is an excellent

approximation) consists in linearizing equation (2), to obtain,

∂δf
∂t

+ v · ∂δf
∂r
− ∂δφ

∂r
· ∂ f

∂v
− ∂φ

∂r
· ∂δf

∂v
= 0. (5)

The evolution of the system can be computed by solving the system of equa-
tions (2) and (5).

2.1 Homogeneous systems

We will first give a brief derivation of the kinetic equations for the spatially
homogeneous case. It is technically simpler than the inhomogeneous one
while sharing the same ideas. In this case f = f (v, t), so equations (2) and (5)
become

∂ f
∂t

=
∂

∂v
· 〈δf

∂δφ

∂r
〉, (6a)

∂δf
∂t

+ v · ∂δf
∂r
− ∂δφ

∂r
· ∂ f

∂v
= 0. (6b)

In this case it is (relatively) simple to solve Eq. (6b) because f does not de-
pend on the space variable r. Therefore the unperturbed orbits are straight
lines with constant velocity. Moreover, applying a Fourier-Laplace transform
to the variables t and r does not introduce a convolution in the last term of
Eq. (6b).

Defining δ̃f (k,v,ω) = 1
(2π)d

∫
dr
∫ ∞

0 dt e−i(k·r−ωt)δf (r,v, t) and δ̃φ(k,ω) =

1
(2π)d

∫
dr
∫ ∞

0 dt e−i(k·r−ωt)δφ(r, t) and taking the Fourier-Laplace transform
of Eq. (6b), we obtain
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δ̃f =
k · ∂ f

∂v δ̃φ(k)
k · v−ω︸ ︷︷ ︸
collective

effects

+
δ̂f (k,v,0)

i(k · v−ω)︸ ︷︷ ︸
initial

conditions

, (7)

where δ̂f (k,v,0) =
∫ dr

(2π)d e−ik·rδf (r,v,0) is a Fourier transform. The first
term of the r.h.s. of Eq. (7) corresponds to collective effects, which are a
generic feature of long range systems. The second term corresponds to the
initial fluctuations because of the finiteness of the number of particles N.

The next step in the derivation consists in expressing the Fourier trans-
form of the fluctuation of the potential δ̃φ(k,ω) as a function of the fluc-
tuation δ̃f (k,w). To do so, we integrate equation (7) over v, and using the
Fourier transform of equation (4), we get

∫ ∞

−∞
dvδ̃f (k,v,ω) =

1
ε(k,ω)

∫ ∞

−∞
dv

δ̂f (k,v,0)
i(v · k−ω)

, (8)

where we have defined the plasma response dielectric function ε(k,ω) =

1− û(k)
∫

dv k·∂ f (v)/∂v
v·k−ω . Using again equations (4) and (8), we get δ̃φ(k,ω).

After some algebra, we obtain the Lenard-Balescu equation [2]:

∂ f
∂t

= π(2π)dm
d

∑
i,j=1

∂

∂vi

∫
dkdv′kik j

û(k)2δ[k ·(v− v′)]

|ε(k,k ·v)|2
(9)

×
(

∂

∂vj
− ∂

∂v′j

)
f (v, t) f (v′, t).

When collective effects are not taken into account, the first term of the r.h.s.
of equation (7) is neglected, which is equivalent to set ε(k,ω) = 1. The
Lenard-Balescu equation is called in this case the Landau equation.

2.2 Inhomogeneous systems

In inhomogeneous systems, new difficulties appear: (i) the unperturbed or-
bits are much more complicated than in the homogeneous case and (ii) in
the last term of (6b) f depends also in the position r, and taking the Laplace-
Fourier transform would give a convolution term. The strategy to solve the
difficulty (ii) consists in “homogenizing” the equations, using an appropri-
ate change of variables. These new variables are the angle-action (w, J) cor-
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responding to the Hamiltonian H of smooth dynamics (i.e., the one corre-
sponding to the limit N→∞) [3]). Using these variables, particles described
by the Hamiltonian H keep their action J constant during the dynamic and
their angle evolves with time as w = Ω(J)t + w0 where w0 is the angle at
t = 0 and Ω(J) = ∂H/∂J is the angular frequency [4].

The equations for the evolution of the smooth distribution function f and
its fluctuation δf are [5, 6]

∂ f
∂t

=
∂

∂J
·
〈

δf
∂δφ

∂w

〉
, (10a)

∂δf
∂t

+ Ω(J) · ∂δf
∂w
− ∂δφ

∂w
· ∂ f

∂J
= 0. (10b)

Despite these equations seeming as simple as Eqs. (7), the difficulty (i) de-
scribed in the first paragraph of this section is not solved; the complexity of
the unperturbed orbits is hidden in the change of variables, which makes
the expression of the potential very complicated.

Following the same procedure as the one described in the homogeneous
case, we get the Lenard-Balescu-type kinetic equation in action-angle vari-
ables [6, 7],

∂ f
∂t

= π(2π)dm
∂

∂J
· ∑

k,k′

∫
dJ′k

δ[k ·Ω(J)− k′ ·Ω(J′)]
|Dk,k′(J, J′,k ·Ω(J))|2

×
(

k · ∂

∂J
− k′ · ∂

∂J′

)
f (J, t) f (J′, t) (11)

where
1

Dk,k′(J, J′,ω)
= ∑

α,α′
Φ̂α(k, J)(ε−1)α,α′(ω)Φ̂?

α′(k
′, J′), (12)

and εαα′(ω) is the dielectric tensor

εαα′(ω) = δαα′ + (2π)d ∑
k

∫
dJ

k · ∂ f /∂J
k ·Ω(J)−ω

× Φ̂?
α(k, J)Φ̂α′(k, J). (13)

The indices (α,α′) are labels for a bi-orthogonal basis {ρα,Φα} for the den-
sity and the potential [8]. , where ρ(r) =

∫
f (r,v, t)dv, which satisfies [8]∫

u(|r− r′|)ρα(r′)dr′ = Φα (14)∫
ρα(r)Φ?

α′(r)dr = −δα,α′ . (15)
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The terms Φ̂α are the Fourier transforms of the potential in the bi-orthogonal
representation with respect to the angles Φ̂α(k, J) = 1

(2π)d

∫
dwe−ik·wΦα(w, J).

The Lenard-Balescu equation (11) gives the evolution of f due to the inclu-
sion of a finite-N correction to the collision-less (Vlasov) kinetic equation.
From equation (11), we see that the evolution, which slowly deforms the
orbits of constant J, is driven by resonances between orbital frequencies,
k ·Ω(J) = k′ ·Ω(J′). This differs from the homogeneous case, equation (9),
where f evolves due to the resonances v = v′.

From the Lenard-Balescu-type equation (11) it is possible to compute dif-
fusion coefficients, defined as Dij

di f (J, t) = lim∆t→0〈∆Ji(t)∆Jj(t)〉/∆t:

Dij
di f (J, t) = π(2π)dm ∑

k,k′

∫
dJ′kik j

δ[k ·Ω(J)− k′ ·Ω(J′)]
|Dk,k′(J, J′,k′ ·Ω(J′))|2 f (J′, t). (16)

When collective effects are not considered, we have εαα′ = δαα′ .

3 Kinetic equations for the Hamiltonian Mean-Field model

We will compute explicitly the diffusion coefficients for the HMF model [9].
It is given by the Hamiltonian

H =
N

∑
i=1

p2

2
− 1

2N

N

∑
i,j=1

cos(θi − θj). (17)

This model corresponds to a simplified model of one-dimensional gravity,
in which only the first harmonic of a Fourier expansion on the potential is
considered. This model is widely studied because many calculations can be
performed analytically. The energy of one particle can be written as

h(θ, p) =
p2

2
+ φ(θ) =

p2

2
− 1

N

N

∑
i=1

cos(θi − θ). (18)

The potential φ(θ) = −1/N ∑i cos(θi − θ) can be rewritten as

φ(θ) = −∑N
i=1 cosθi

N
cosθ − ∑N

i=1 sinθi

N
sinθ = −Mx cosθ −My sinθ (19)

where M = (Mx, My) is the magnetization vector. Its modulus M quantifies
how bunched, or clustered, the particles are. From Eq. (19) we can see that,
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when Mx and My are approximately constant, the particles motion corre-
sponds to a real pendulum. The action variables can be computed analyti-
cally:

J(κ) =
4
√

M0

π

{
2
[
E(κ)− (1− κ2)K(κ)

]
, κ < 1

κE
(

1
κ

)
, κ > 1

(20)

where M0 is the magnetization of the Quasi-Stationary state, E(x) is the com-
plete Legendre elliptic integral of the second kind and κ =

√
(1 + h/M0)/2.

The angular frequency can be computed analytically,

Ω(κ) = π
√

M0


1

2K(κ) , κ < 1
κ

K( 1
κ )

, κ > 1,
(21)

where K(x) is the complete elliptic integral of the first kind. It is also possible
to compute analytically the bi-orthogonal basis, which is composed by only
two family of functions in this case. We will call them cl(κ) and sl(κ) (see [1]
for detailed expressions). This permits us to express all the quantities of in-
terest analytically, except the dielectric tensor, for which numerical integrals
have to be performed:

εcc/ss(ω) = 1 + 2π
∞

∑
`=−∞

∫ ∞

0
dκ

gcc/ss
` (κ)

Ω(κ)−ω/`
, (22)

where

gcc
` (κ) = |c`(κ)|2 ∂ f /∂κ (23a)

gss
` (κ) = |s`(κ)|2 ∂ f /∂κ. (23b)

The final expression for the diffusion coefficient is

Ddi f (κ) =
2π2

N

∞

∑
n,n′=∞

∑
κ?

n2|∂J/∂κ|κ?
|Dnn′(κ,κ?,nΩ(κ))|2

f (κ?, t)∣∣∣n′ ∂Ω
∂κ′

∣∣∣
κ?

(24)

where κ? are the roots of the equation mΩ(κ)−m′Ω(κ′) = 0 and

1
Dnn′(κ,κ′,ω)

=
cn(κ)cn′(κ

′)
εcc(ω)

− sn(κ)sn′(κ
′)

εss(ω)
. (25)

It is usually necessary to take a only few terms of the sum over n and n′ in
Eq. (24) to obtain accurate results (see [1]).
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4 Numerical checking

In this section we check the diffusion coefficients (24) with molecular dy-
namics (MD) simulations. The details can be found in [1]. In Figure 1 we
show an excellent agreement between theory and simulations for Quasi-
Stationary states with different values of the magnetization M0 (which mea-
sures the clusterization of the system). We performed simulations suppress-
ing the collective effects (top panels) and with collective effects (bottom pan-
els). Row (a) corresponds to high magnetization (very clustered states), row
(b) to intermediate magnetization and row (c) low magnetization (quasi-
homogeneous configuration). A very good agreement between theory and
simulations is observed in all cases.

LandauLandauLandau
MD(bath)MD(bath)MD(bath)

Len-BalLen-BalLen-Bal
MD(full)MD(full)MD(full)

J̄

N×Ddif
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0.10

0.05

0.00
0.0

0.0

0.0

0.0
0.0

0.0

0.0

0.0

1.0

1.0

1.0

1.0

1.0

1.0

0.50.5
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2.0 2.52.5
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(a) (b) (c)

Fig. 1 Diffusion coefficients calculated by molecular dynamics, compared to the theo-
retical results, for an equilibrium distribution with magnetization (a) M0 = 0.816, (b)
M0 = 0.622 and (c) M0 = 0.06. On the bottom, MD simulations without collective effects,
with the prediction of the Landau equation (εss = εcc = 1). On the top, MD simulations
with collective effects with the theoretical curve predicted by the Lenard-Balescu (Len-
Bal) equation, and the molecular dynamics given by the regular HMF model – MD(full).
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Optimal control of slow-fast
mechanical systems

Jean-Baptiste Caillau, Lamberto Dell’Elce,
Jean-Baptiste Pomet and Jérémy Rouot

Abstract We consider the minimum time control of dynamical systems with
slow and fast state variables. With applications to perturbations of integrable
systems in mind, we focus on the case of problems with one or more fast
angles, together with a small drift on the slow part modelling a so-called
secular evolution of the slow variables. According to Pontrjagin maximum
principle, minimizing trajectories are projections on the state space of Hamil-
tonian curves. In the case of a single fast angle, it turns out that, provided
the drift on the slow part of the original system is small enough, time min-
imizing trajectories can be approximated by geodesics of a suitable metric.
As an application to space mechanics, the effect of the J2 term in the Earth
potential on the control of a spacecraft is considered. In ongoing work, we
also address the more involved question of systems having two fast angles.
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Introduction

We consider the following slow-fast control system on an n-dimensional
manifold M:

dI
dt

= εF0(I, ϕ, ε) + ε
m

∑
i=1

uiFi(I, ϕ, ε), |u| =
√

u2
1 + · · ·+ u2

m ≤ 1, (1)

dϕ

dt
= ω(I) + εG0(I, ϕ, ε) + ε

m

∑
i=1

uiGi(I, ϕ, ε), ω(I) > 0, (2)

with I ∈ M, ϕ ∈ S1, u ∈ Rm, and fixed extremities I0, I f , and free phases ϕ0,
ϕ f . All the data is periodic with respect to the single fast angle ϕ, and ω is
assumed to be positive on M. Extensions are possible to the case of several
phases but resonances must then be taken into account.

In the first section, we focus on systems with a single fast angle. The
Hamiltonian system provided by applying Pontrjagin maximum principle
is averaged after properly identifying the slow variables. The averaged sys-
tem turns out to be associated with a metric approximation of the original
problem. We apply the method to space mechanics, and show how the J2
term in the Earth potential is responsible for the asymmetry of the metric.
In the second section, we give a preliminary analysis of multiphase aver-
aging for minimum time control problems. The case of two fast angles is
considered on a simple example. A crucial step is to define a suitable near-
identity transformation of the initial state and costate. This work is related
with other methods applicable to slow-fast control systems. (See, e.g., the
recent papers [1–3, 6].)

1 Metric approximation in the case of a single fast phase

1.1 Averaging the extremal flow

According to Pontrjagin maximum principle, time minimizing curves are
projections onto the base space M × S1 of integral curves (extremals) of the
maximized Hamiltonian below:

H(I, ϕ, pI , pϕ, ε) := pϕω(I) + εK(I, ϕ, pI , pϕ, ε),

K := H0 +

√
m

∑
i=1

H2
i ,
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Hi(I, ϕ, pI , pϕ, ε) := pI Fi(I, ϕ, ε) + pϕGi(I, ϕ, ε), i = 0, . . . ,m.

There are two types of extremals: abnormal ones that live on the level set
{H = 0}, and normal ones that evolve on nonzero levels of the Hamiltonian.
One defines the averaged Hamiltonian K as

K := H0 + K0, H0 := 〈pI , F0〉,

K0(I, pI) :=
1

2π

∫ 2π

0

√
m

∑
i=1

H2
i (I, ϕ, pI , pϕ = 0, ε = 0)dϕ. (3)

It is smooth on the open set Ω equal to the complement of Σc where

Σ := {(I, pI , ϕ) ∈ T∗M× S1 | (∀i = 1,m) : 〈pI , Fi(I, ϕ, ε = 0)〉 = 0},

Σ := v(Σ) v : T∗M× S1→ T∗M.

One also defines the open submanifold M0 := Π(Ω) of M. We assume that
M0 is connex. Under the assumption

(A1) rank{∂jFi(I, ϕ, ε = 0)/∂ϕj, i = 1, . . . ,m, j ≥ 0} = n, (I, ϕ) ∈ M× S1,

one is able to express some properties of the averaged Hamiltonian in terms
of Finsler metric. (We refer the reader, e.g., to [5] for an introduction to Finsler
geometry.)

Proposition 1. The symmetric part K0 : (Ω ⊂)T∗M→ R of the tensor K is posi-
tive definite and 1-homogenous. It so defines a symmetric Finsler co-norm.

We assume moreover that

(A2) K0(I, F∗0(I)) < 1, I ∈ M,

where F∗0 is the inverse Legendre transform of F0. Under this new assump-
tion, one has

Proposition 2. The tensor K = H0 + K0 is positive definite and defines an asym-
metric Finsler co-norm.

The geodesics are the integral curves of the Hamiltonian K restricted to the
level set {K = 1},

dI
dτ

=
∂K
∂pI

,
dpI
dτ

= −∂K
∂I

,

I(0) = I0, I(τf ) = I f , K(I0, pI(0)) = 1,

and τf = d(I0, I f ) for minimizing ones. The convergence properties of the
original system towards this metric when ε→ 0 are studied in [4].
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1.2 Application to space mechanics

We consider the two-body potential case,

q̈ = −µ
q
|q|3 +

u
M

, |u| ≤ Tmax.

Thanks to the super-integrability of the−1/|q| potential, the minimum time
control system is slow-fast with only angle (the longitude of the evolving
body) if one restricts to the case of transfers between elliptic orbits (µ is the
gravitational constant). In the non-coplanar situation, we have to analyze a
dimension five symmetric Finsler metric. In order to account for the Earth
non-oblateness, we add to the dynamics a small drift F0 on the slow vari-
ables. In the standard equinoctial orbit elements, I = (a, e,ω,Ω, i), the J2 term
of order 1/|q|3 of the Earth potential derives from the additional potential
(re being the equatorial radius)

R0 =
µ J2 re

2

|q|3
(

1
2
− 3

4
sin2 i +

3
4

sin2 i cos2(ω + ϕ)

)
where ϕ is the true anomaly. As a result, the system now has two small
parameters (depending on the initial condition). One is due to the J2 effect,
the other to the control:

ε0 =
3J2r2

e

2a2
0

, ε1 =
a2

0 Tmax

µM
·

Here, a0 is the initial semi-major axis, Tmax the maximum level of thrust, and
M the spacecraft mass. We make a reduction to a single small parameter as
follows: Defining ε := ε0 + ε1 and λ := ε0/(ε0 + ε1), one has

dI
dt

= ε0F0(I, ϕ) + ε1

m

∑
i=1

uiFi(I, ϕ),

= ε

(
λF0(I, ϕ) + (1− λ)

m

∑
i=1

uiFi(I, ϕ)

)
.

There are two regimes depending on whether the J2 effect is small against
the control (ε0� ε1 and λ→ 0) or not (ε0� ε1 and λ→ 1). The critical ratio
on λ can be explicitly computed in metric terms.

Proposition 3. In the average system of the two-body potential including the J2
effect, K = λH0 + (1− λ)K0 is a metric tensor if and only if λ < λc(I) with
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Fig. 1 Value function λ 7→ τf (λ), τd→ 0 (averaged system). On this example, a = 30 Mm,
e = 0.5, ω = Ω = 0, i = 51 degrees (strong inclination), and λc ' 0.4239. The value function
is portrayed for τd = 1e− 2, 1e− 3, 1e− 4, 1e− 5.

λc(I) =
1

1 + K0(I, F∗0(I))
·

The relevance of this critical ratio for the qualitative analysis of the original
system is illustrated by the numerical simulations displayed in Figures 2 to
4. For a given initial condition I0 on the slow variables, we let the drift F0
alone act: We integrate the flow of F0 during a short positive duration τd,
then compute the trajectory of the averaged system to go from this point
I(τd) back to I0. For λ < λc(I0), the tensor K is a metric one, and this trajec-
tory is a geodesic. As τd tends to zero, the time τf to come back from I(τd)
tends to zero when λ < λc(I0). For λ≥ λc(I0), finiteness of this time indicates
that global properties of the system still allows to control it although the met-
ric character of the approximation does not hold anymore. (See Figure 2.)
The behaviour of τf measures the loss in performance as λ approaches the
critical ratio. This critical value depends on the initial condition and gives
an asymptotic estimate of whether the thrust dominates the J2 effect or not.
Beyond the critical value, the system is still controllable, but there is a drastic
change in performance. As the original system is approximated by the aver-
age one, this behaviour is very precisely reproduced on the value function
of the original system for small enough ε. (See Figures 3 to 4.)



110 J.-B. Caillau, L. Dell’Elce, J.-B. Pomet and J. RouotFinsler asymétrique - E↵et J2

0.41 0.415 0.42 0.425 0.43 0.435 0.44 0.445
0

0.05

0.1

0.15

0.2

0.25

0.3

t f Non averaged e = 10�3

t f Averaged

l

td = 10�5

td = 10�4

lc = 0.42386

Cas quelconque. Superposition des courbes l ! t f pour le système moyenné et
le système non moyenné avec e = 10�3 et td 2 {1e� 4,1e� 5}. L’extrémale non
moyennée est choisie telle que son temps final est proche du temps moyenné.

Fig. 2 Value function λ 7→ τf (λ), τd → 0 (original system, ε = 1e − 3). On this example,
a = 30 Mm, e = 0.5, ω = Ω = 0, i = 51 degrees (strong inclination), and λc ' 0.4239. The be-
haviour of the value function for the original system matches very precisely the behaviour
of the averaged one. (See also Figure 4 for a even lower value of ε.)Finsler asymétrique - E↵et J2
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Cas quelconque. Superposition des courbes l ! t f pour le système moyenné et
le système non moyenné avec e = 10�4 et td 2 {1e� 4,1e� 5}. L’extrémale non
moyennée est choisie telle que son temps final est proche du temps moyenné.

Fig. 3 Value function λ 7→ τf (λ), τd → 0 (original system, ε = 1e − 4). On this example,
a = 30 Mm, e = 0.5, ω = Ω = 0, i = 51 degrees (strong inclination), and λc ' 0.4239. The be-
haviour of the value function for the original system matches very precisely the behaviour
of the averaged one.
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2 Averaging control systems with two fast angles

2.1 A simple example

In order to illustrate the our preliminary analysis of multiphase averaging
for control systems, we consider an elementary dynamical system consisting
of a scalar slow variable, I, and two fast variables, ζ and ψ. The optimal
control problem is

min√
u2

1+u2
2≤1

t f subject to :

d I
d t

= ε [cosζ + cos (ζ − ψ)u1 + u2] ,
dζ

d t
= I,

dψ

d t
= 1,

I(0) = I0, I(t f ) = I f .

(4)

We note that the frequency of ψ is constant. If one of the two frequencies is
non-vanishing on the ambient manifold M, any problem with two frequen-
cies can be recast into this form by means of a change of the time variable,
as emphasized in [8]. The Hamiltonian associated to Problem (4) is

H = Ipζ + pψ + ε

[
pI cosζ + |pI |

√
1 + cos2 (ζ − ψ)

]
. (5)

The maximizing control is

uopt
1 =

pI

|pI |
cos (ζ − ψ)√

1 + cos2 (ζ − ψ)
, uopt

2 =
pI

|pI |
1√

1 + cos2 (ζ − ψ)
,

revealing that the sign of pI determines the direction of the control vector,
which imposes a secular drift to the slow variable. Numerical values used
in all simulations are ε = 10−3 and I0 =

√
2/2. Applying averaging theory

to the extremal flow of this problem is questionable because the structure of
this vector field differs from the one of conventional fast-oscillating systems.
As in the case of one fast angle, the equation of motion of pI includes the
term pϕ∂ω/∂I that may be of order larger than ε. Hence, adjoints of slow
variables are not necessary slow themselves. We justify the application of
averaging theory to System (14) by showing that, as in the case of a single
fast phase discussed in the previous section, adjoints of fast variables remain
ε-small for any extremal trajectory with free phases.

Consider the canonical change of variables
{

I, pI , ϕ, pϕ

}
→
{

J, pJ ,ψ, pψ

}
such that

J = I, ψ = Ω(I) ϕ, (6)
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where the matrix-valued function, Ω : M→ R2×2 is defined as

Ω :=
1

‖ω(I)‖

[
ω1(I) ω2(I)
−ω2(I) ω1(I)

]
. (7)

Symplectic constraints yield the transformation of the adjoints

pI = pJ + pψ
∂ Ω
∂ J

ΩT ψ, pϕ = pψ Ω(J), (8)

so that the transformed Hamiltonian is

H̃ = ||ω(J)||pψ1 + ε K
(

J, pJ + pψ
∂ Ω
∂ J

ΩT ψ, ΩT ψ, pψ Ω
)

︸ ︷︷ ︸
:= K̃(J,pJ ,ψ,pψ)

. (9)

Boundary conditions on the adjoints of fast variables require that pϕ(0) = 0.
Evaluating the Hamiltonian at the initial time and normalizing the initial
adjoints according to

∥∥pI0
∥∥ = 1, one sets

εh := H̃(t = 0) = ε K
(

I0, pI0, ΩT (I0) ψ0, 0
)

︸ ︷︷ ︸
O(1)

. (10)

Hence, pψ1 can be evaluated at any time by solving the implicit function

pψ1 = ε
h− K̃

(
J, pJ ,ψ, pψ

)
||ω(J)|| ≈ h− K̃

(
J, pJ ,ψ,0

)
||ω(J)|| (11)

Equation (11) indicates that pψ1 = O(ε) when evaluated on a candidate op-
timal trajectory. As a consequence, pJ has an ε-slow dynamics, i.e.

d pJ

d t
= − ∂ ‖ω‖

∂ J
pψ1︸ ︷︷ ︸

O(ε)

− ε
∂ K̃
∂ J

= O(ε), (12)

which justifies the averaging of the extremal flow. As before, we denote by
K the averaged Hamiltonian

K :=
1

4π2

∫
T2

K (I, pI , ϕ,0) dϕ. (13)

Here, pϕ = 0 because the averaging is carried out by considering the limit of
the function as ε approaches zero. Averaging the extremal flow yields
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d I
d t

= ε
∂ K
∂ pI

,
d pI
d t

= −ε
∂ K
∂ I
− pϕ

∂ ω

∂ I
,

d ϕ

d t
= ε

∂ K
∂ pϕ

+ ω
(

I
)

,
d pϕ

d t
= 0.

(14)

2.2 Near-identity transformation of the initial state and
costate

Changing the initial conditions of averaged trajectories allows one to reduce
the drift between I(t) and I(t). Qualitatively, one defines a transformation
that shifts the initial point of the averaged trajectory to the middle of the
short-period oscillations of I(t). The improvement obtained with this ex-
pedient is possibly negligible when compared to the estimate provided by
Neishtadt theorem for systems with two fast angles [8], which considers the
same initial conditions for the two trajectories. Nonetheless, the transforma-
tion of the initial variables plays a key role for the optimal control problem.
(See [7] for a detailed discussion.) Figure 4 shows that pI and pI exhibit a
steady derive that largely exceeds the expected small drift when the orig-
inal and averaged systems are integrated with the same initial conditions.
In addition, trajectories of the original system strongly depend on the initial
angles. We show in the sequel that transforming the adjoints of fast variables
is sufficient to drastically reduce the drift of pI .

The trigger at the origin of the drift of pI is the wrong assessment of the
averaged value of pϕ, as shown in the bottom of Figure 4. This error is of
order ε but it induces a steady drift of pI of the same order of magnitude,

d pI
d t

= −pϕ
∂ ω

∂ I︸ ︷︷ ︸
ε−small error

−ε
∂ K
∂ I

. (15)

In turn, an ε-small error on pϕ induces a steady drift of pI that is comparable
with its slow motion. Transforming the initial adjoints of fast variables is
sufficient to greatly mitigate this problem. More precisely, initial conditions
of the averaged and of the original initial value problem are mostly the same,
i.e.

I(0) = I(0) = I0, pI(0) = pI(0) = pI0, ϕ(0) = ϕ0, (16)

except for the adjoints of fast variables, which are such that

pϕ(0) = pϕ0 and pϕ(0) = pϕ0 + νpϕ

(
I0, pI0, ϕ0, pϕ0

)
, (17)
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Fig. 4 Numerical integration of the simple example. Trajectories of the original and aver-
aged system emanate from the same point of the phase space. Initial adjoints are pI(0) = 1
and pψ(0) = pζ(0) = 0.

where, assuming that I0 is in a non-resonant zone, νpϕ is given by

νpϕ = −i ∑
0<|k|≤N

eik·ϕ

k ·ω
(

I
) [−∂ K

∂ ϕ

](k)
. (18)

As a result, pϕ oscillates with zero mean about pϕ, and the drift between
pI(t) and pI(t) is drastically reduced.

Besides, changing pϕ is mandatory to have consistent trajectories of the
averaged and original systems. Transforming the initial value of slow vari-
ables and their adjoints is less important, but it can further reduce the drift
between these trajectories. Reconstructed trajectories (dash-dotted lines) of I
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and pϕ well overlap with their original counterpart, see Figure 5. Neverthe-
less, the reconstruction of pI is wrong (in the very-specific case of the sim-
ple example, νpI = 0). Again, the term pϕ∂ω/∂I in the dynamics of pI is re-
sponsible for this error. In fact, if short-period variations of pϕ are neglected,
the Fourier expansion of the right-hand side is carried out by introducing ε-
small errors in the evaluation of the ε-slow dynamics. The transformation of
pI should be carried out by including νpϕ in the Fourier expansion, namely

νpI = −i ∑
0<|k|≤N

eik·ϕ

k ·ω
(

I
) [−(pϕ + νpϕ

) ∂ ω

∂ I
− ∂ K

∂ I

](k)
. (19)

Ongoing work is concerned with the extension of this analysis to resonant
zones. When resonances of rather low order are crossed, one has to patch to-
gether resonant and non-resonant normal forms. Detecting properly where
to patch these approximations will be the subject of further studies.
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Light-induced self-organization
in cold atomic clouds

Guillaume Labeyrie and Robin Kaiser

Abstract Patterns are ubiquitous in nature and have been extensively stud-
ied in biology, chemistry and physics including optics. We report here on ex-
periments where pattern formation occurs in a cloud of laser cooled atoms.
We identify three different mechanisms allowing spatial patterns to sponta-
neously emerge in either the atomic density, the excited state population, or
the atomic spin state.

1 Experimental setup for self-organization in cold atoms

The typical setup used in these experiments in shown in 1. We prepare a
cloud of cold 87Rb atoms in a magneto-optical trap (MOT) using large di-
ameter trapping laser beams. The produced cloud is cold (≈ 100µK), with a
diameter larger than 1 cm, and contains up to 1011 atoms. The optical den-
sity for light resonant with the atomic transition is large, typically 100. The
ability to produce such large clouds is an important prerequisite to realize
these experiments. Once the cloud is prepared, we release it from the trap
by shutting down both MOT beams and magnetic field gradient. Shortly af-
ter release, the cloud is illuminated by a linearly-polarized, pulsed ”pump”
laser beam (pulse duration 1 ms to 1 ms) of waist 2 mm, which is frequency
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Fig. 1 Experimental setup for pattern observation. VC: vacuum chamber. CC: cold cloud.
PB: pump beam. M: mirror. l/4: quarter-wave plate. PBS: polarizing beam-splitter.

detuned from the atomic transition by δ (positive or negative). We use de-
tunings larger than the atomic linewidth Γ (typically |δ/Γ| ≈ 10) such that
most of the pump beam is transmitted by the cloud. This transmitted beam
is then retro-reflected by a mirror located at a distance d behind the cloud.

The cloud behaves as an optical medium with a nonlinear index of refrac-
tion. If a small fluctuation of this index occurs in the plane transverse to the
beam propagation axis, a small phase fluctuation is imprinted on the trans-
mitted beam. After propagation in free space over 2d, this phase fluctuation
turns into an intensity fluctuation due to diffraction. This intensity fluctua-
tion reacts on the nonlinear index of the cloud (optical feedback), and leads
to a spontaneous oscillation in the transverse plane above a certain intensity
threshold. Thus, one observes the appearance of a spatially modulated light
intensity distribution in the transverse plane, with an underlying spatially
modulated atomic susceptibility. We observe these light patterns by imaging
the beam’s transverse cross-section at a distance 2d after the cloud, using the
small amount of light transmitted by the mirror as shown in 1. The field
distributions can be recorded simultaneously in near-field (NF) and far-field
(FF).

2 Different mechanisms for self-organization

In the course of this work, we observed different modes of self-organization
depending on the experimental parameters. We demonstrated the existence
of three distinct nonlinear mechanisms relying on different atomic degrees
of freedom. In the following, we briefly describe these various mechanisms
and the associated patterns.
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3 m
m

Fig. 2 Example of optomechanical patterns.

2.1 Optomechanical self-organization

This type of self-organization is observed for positive detunings, relatively
low pump intensities (50 mW/cm2) and pump pulse durations larger than
100 µs. It relies on the dipole force exerted by the spatially modulated light
on the cold atoms. Given sufficient time, the atoms spatially bunch into the
potential wells, yielding a modulated index of refraction. Because the effi-
ciency of this bunching process depends on the kinetic energy of the atoms,
the intensity threshold for pattern formation depends of the temperature of
the cloud in this situation. We show in 2 an example of self-organization in
this case, where a nice hexagonal long range order is observed [1].

2.2 ”Electronic” self-organization

To observe this type of self-organization we employ positive detunings as
well, but higher pump beam intensities (above 200 mW/cm2) and much
shorter probe pulses (≈ 1 µs). In such a short time, the cold atoms cannot
move over significant distances. Instead, the nonlinearity relies here on the
saturation of the (quasi-2 level) atomic transition, which occurs when a sig-
nificant amount of the population is transferred to the excited state. This is
quantified by the so-called saturation parameter s = (I/Isat)/[1 + 4.(δ/Γ)]2.
In this expression I is the pump laser intensity and Isat an atomic parameter
(here Isat = 3.6 mW/cm2). For s� 1 the index of refraction is linear, for s≈ 1
the index is Kerr-like and for s� 1 the index saturates to 1. The observations
reported in 3 are in agreement with this behavior. At low pump intensity (be-
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Fig. 3 Behavior of electronic patterns versus pump intensity.

low threshold) nothing occurs, then upon increasing I patterns appear and
develop, and disappear again at high intensities due to the saturation of the
index of refraction [2].

2.3 Spin self-organization

This regime of self-organization is drastically different from the two previ-
ous ones. It requires a negative detuning, and an accurate cancellation of
residual magnetic fields. Once this is achieved, we apply a weak (≈ 1 G)
magnetic field B of controlled magnitude and direction, and observe the
complex phase space shown in 4.

For B≈ 0, we observe structures with a square symmetry. The comparison
of the images in the two circular polarization channels show that this is an
anti-ferromagnetic state (AFM), with alternating domains with spin-up and
spin-down atoms with equal populations [3, 4]. Increasing the longitudinal
magnetic field Bz breaks the symmetry between s+ and s− and results in a
ferro-magnetic phase (FM) of hexagonal symmetry, where one spin orienta-
tion dominates. A further increase of Bz results in a different phase (”high-Bz
phase”), without long range order but with local hexagonal symmetry.

We also observe strikingly different behaviors versus transverse magnetic
field. When the transverse magnetic field By (orthogonal to the input polar-
ization) is increased, all patterns vanish. To the contrary, when Bx (parallel to
the input polarization) is increased, a new phase (”coherence phase”) arises,
without long-range order and with a peculiar symmetry. Both experimen-
tal observations and numerical simulations indicate that this phase is linked
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to the presence of a spatially-modulated coherence between ground states
induced by the s+/s− fields [4].
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Eco-evolutionary dynamics in
complex ecological

communities

Flora Aubree, Vincent Calcagno

Abstract Natural ecosystems are complex assemblages composed of many
species, interacting together both directly and indirectly, through their envi-
ronment. The coupled population dynamics (growth, death and reproduc-
tion of species) and evolutionary dynamics (Darwinian natural selection act-
ing on species attributes) in such systems can generate a wide range of be-
haviors. Ecology has long studied how ecosystem complexity should affect
their stability and/or productivity, but evolutionary dynamics has received
less attention. Using the mathematical framework of adaptive dynamics, we
can study how ecological diversity impacts the evolutionary dynamics of
ecosystems, and reciprocally, how evolutionary past can alter the diversity-
functioning relationship in communities.

1 General background

Biodiversity is an important property of ecosystems that impacts several as-
pects of ecosystem functioning such as productivity [11], stability in the face
of perturbations, and robustness to invasive species [7]. It is commonly ex-
pected that the more diverse a community, the more productive and robust
it is, and there is some evidence that more diverse ecosystems provide more
services [7] [8]. Studies of biodiversity-functioning (B-F) relationships are
traditionally conducted from an ecological perspective, without explicit con-
sideration of evolutionary processes, in particular Darwinian natural selec-
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tion and adaptation. However, it is increasingly clear that evolutionary dy-
namics play an important role in predicting the structure of natural commu-
nities and their response to environmental changes, even on the relatively
short timescales relevant to human activities. It is therefore necessary to un-
derstand how evolutionary dynamics and ecological dynamics interact and
how their interaction determines ecosystem properties. Theoretically, this re-
quires moving from classical dynamical models in which species traits and
parameters are treated as constant (or externally forced) to ones in which
these parameters are themselves dynamic variables that change under the
action of mutation and ecological interactions, and whose changes feed-
back on the ecological dynamics. Here we will briefly introduce one pos-
sible approach to this problem, and we will illustrate two applications of
these concepts. The first investigates how the diversity (number of species)
in a community impacts its evolutionary stability (possibility of diversifica-
tion or not), with the finding that diversity often facilitates further diversi-
fication. The second explores how the evolutionary history of an ecological
community (i.e., evolutionary “young” or “mature”) might change the ex-
pected relationships between diversity and ecosystem functioning (produc-
tivity, resilience to perturbations and invasions).

2 Modeling framework

We consider ecosystems containing a certain number s of interacting species,
each characterized by its population density ni and one ecological trait xi,
i ∈ (1, s). The ecological trait is taken to represent the ecological strategy of
the species and determines its interactions with the environment and with
the other species (“ecological niche”). Ecological dynamics are governed by
a set of s ordinary differential equations of the form

dni
dt

= rinig (n1, . . . ,ns, x1, . . . , xs) i ∈ (1, s) , (1)

with ri the characteristic timescale of the species (intrinsic growth rate)
and g some growth function.

The growth function is considered to be non-linear but sufficiently smooth,
and can otherwise have different forms depending on the type of ecological
interactions at play in the community (resource competition, interference,
predation, etc.). An archetypal growth function is the generalized Lotka-
Volterra model 1 − 1

k(xi)
∑j∈(1,s) a(xi, xj)nj, where k(xi) is the “carrying ca-

pacity” of species i and a(xi, xj) is the per-capita interaction coefficient of
species j onto species i. Most standard scenarios for ecological interactions
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can be described with appropriate functional forms for k and a, but some
cannot fit the Lotka-Volterra form (see Section 4.1). It is assumed that the
ecological system (1) eventually reaches a stable node as t→ ∞, at which
some species shrink out to zero density (“extinct” species) and others equi-
librate at equilibrium density n∗i (“resident” species).

The above described ecological dynamics are supplemented by a process
of evolutionary dynamics, whereby the species trait values x change through
time under the action of Darwinian natural selection. In principle this im-
plies at least adding to (1) a set of s equations for dxi/dt. In practice, we use
a slow-fast approximation known as adaptive dynamics [4], that we briefly
introduce here. It is assumed that each species produces, at some (low) rate,
mutant individuals with slightly deviant trait value xm = xi + δ, where xi is
the trait of the parent and δ is a random deviate with zero mean and vanish-
ingly small variance. Since mutants are initially very rare they do not have
a significant impact on the ecological dynamics of the resident species, and
since mutations are infrequent, the resident species have time settle at their
equilibrium abundances n∗i . If the initial density of a mutant population is
nm, we define the invasion fitness of the mutant as

f (xm) = lim
nm→0

(
1

nm

dnm

dt

)
, (2)

If f (xm) < 0 the mutant population declines and disappears, whereas if
f (xm) > 0 mutants increase in abundance and settle in the community (“in-
vade”). One advantage of this approach is that fitness naturally emerges
from the ecological dynamics specified in (1). Note that fitness is context
dependent and depends on the composition of the entire community.

Mutant invasion implies that the whole system may be pushed to a to-
tally different equilibrium. However, since mutants are almost identical to
their parental species, mutant invasion generically results in a substitution
of the parental species by the mutant population. In these conditions, species
traits evolve continuously through time, at a rate proportional to the selection
gradients, defined as

∇(xi) =
d f (xm)

dxm

∣∣∣∣
xm=xi

i ∈ (1, s) , (3)

If ∇(xi) > 0, evolution makes the species trait increase through time, if
∇(xi) < 0 it makes it decrease.

The process describes gradual directional changes in species traits. Be-
cause of the slow-fast approximation, as trait values evolve the system tracks
the (moving) ecological equilibrium defined from (1). As evolution pro-
ceeds, some species may go to extinction, i.e., the equilibrium may collide
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with the boundary of their persistence domain. Another possibility is that
some species reach a so-called singular strategy at which the selection gradi-
ent vanishes. In this case different possibilities exist. One is that the species
reaches a fitness maximum, and its trait value thus represents an evolution-
ary end point (no further change). Another is that the species reaches a fit-
ness minimum, in which case mutants on both sides (or at least on one side
in some degenerate cases) can invade. In this case it is possible that mutant
invasion does not imply mutant substitution: the mutant population may
coexist with the resident population, and the two populations may subse-
quently diverge in trait space, thus effectively splitting the initial parental
species into two daughter lineages. After a branching event, we need to
add one equation to (1). This type of singular strategies are called branching
points, and the process of branching is regarded as a model of species forma-
tion through ecological interactions (ecological diversification). It is possible
to classify the different types of evolutionary dynamics around a singular
strategy using the two derivatives d2 f (xm)/dx2

m and d∇(xi)/dxi.
In the following applications we will use a set of different ecological mod-

els (particular instances of (1)) to avoid model-specific conclusions.

3 How diversity impacts evolutionary diversification

3.1 Context and methods

It is well-understood, theoretically, that the more species in an ecological sys-
tem, the less likely it should be for the system to settle at a dynamically stable
equilibrium, and the less stable the equilibrium, if any, would be. A seminal
paper by May [14], using the theory of random matrices, provided a general
argument for this and elicited a long and fruitful debate on the relation-
ships between species diversity and different types of ecological stability.
The debate remained in the field of ecology though, and evolutionary sta-
bility, i.e., the tendency of evolutionary attractors to be fitness maxima (sta-
ble) or fitness minima (unstable), and thus the possibility of diversification,
was disregarded. In parallel, evolutionary biology proposed the controver-
sial hypothesis that species diversity could stimulate further diversification
(the “diversity-begets-diversity” hypothesis), but this was not investigated
using ecological theory.

We thus analyzed whether an ecological system of s species, as mod-
eled in section 2, is more or less likely to be evolutionary unstable, i.e., to
evolve toward branching points rather than fitness maxima, as the number
of species s increases. To this end we simulated the evolutionary dynam-
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ics of ecological communities, starting from different initial levels of initial
diversity, from monomorphic (s = 1) to diverse (s = 5). We did this using
three contrasted forms of ecological interactions, modeled as three different
forms of the growth function g, all of the Lotka-Volterra family: symmet-
ric competition of resources, asymmetric competition with interference, and
a competition-colonization trade-off scenario, where better competitors are
poorer at colonizing empty patches [1,12]. For each model, we systematically
varied two key parameters controlling the modalities of ecological interac-
tions [3].

Fig. 1 Diversity triggers diversification. Two example simulations are shown. Starting
from one initial species, a fitness maximum is attained and no further evolution occurs
(left). For exactly the same parameters, bringing in an initial diversity of three species
unlocks the possibility of adaptive diversification and repeated evolutionary branchings
occur and diversity explodes (right). Figure from [3].

3.2 Results

We found that for many parameter sets, adaptive diversification was impos-
sible when starting from one species (i.e., evolutionary trajectories halted
at fitness maxima) but became possible after some initial level of diversity
was brought into the system (Fig. 1). For a given parameter set, in all three
models, there generally existed a minimum level of diversity above which
evolutionary branching became possible. In other words, increasing ecolog-
ical diversity may unlock the possibility of further adaptive diversification,
in a form of auto-catalysis. By studying the curvature of the fitness func-
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tion around the evolutionary singularities (d2 f (xm)/dx2
m), and how it varies

as s increases, we could identify three components of natural selection that
explained the evolutionary bifurcations (i.e., loss of evolutionary stability).
From the three models we observed two general mechanisms explaining the
positive effect of diversity on diversification, one operating mostly at low
diversity levels and the other at higher diversity levels [3].

It is usually thought that a positive effect of diversity on diversification
necessitates specific processes such as niche construction, cross-feeding or
ecological facilitation. Our results indicate that the same standard ecolog-
ical principles that predict a negative effect of diversity on diversification,
can just as well predict a diversification-promoting effect of diversity. This
might provide an explanation to patterns observed at different scales, such
as the delayed onset of lizard adaptive radiations on some islands, or re-
cent findings that diversification correlates positively with initial diversity
in experimental microbial communities [3]. Importantly, they suggest that
the loss of ecological diversity may drive ecosystems below the threshold
level for diversification, compromising the recovery of diversity, even in the
long term.

4 How evolutionary history impacts the diversity-
functioning relationship

4.1 Context and methods

Studies of biodiversity-functioning (B-F) relationships are traditionally con-
ducted from an ecological perspective, without explicit consideration of evo-
lutionary processes. Yet, it is clear that by altering the trait distribution and
thus species interactions, evolutionary history (intended here as the history
of coevolution of species within an ecosystem) may have a non-negligible
role in determining the existence, magnitude and shape of B-F relationships.
Several studies have already been undertaken in that direction, looking at
the impact of fast evolution on ecosystem properties [6], of environment
changes on robustness [16] or of the species coevolution on ecological sta-
bilities [10].
Here we propose to study whether B-F relationships could depend on
the evolutionary history of ecosystems. Specifically, we will generate two
types of communities: random (“young”) and coevolved (“mature”). In ran-
dom communities species traits are drawn independently from an entropy-
maximizing distribution. In coevolved communities, trait values are set at a
(co-)evolutionary equilibrium, finding trait combinations that cancel all se-
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lection gradients (eq.3) and are local attractors of evolutionary trajectories.
This permits one to contrast communities with no evolutionary history at
all with maximally coevolved (mature) ones. We did this for different lev-
els of species richness s (1-10) and under five scenarios of ecological inter-
actions (eq.3) representative of known species coexistence mechanisms. In
addition to the three scenarios used in section 3 we considered two non-
Lotka-Volterra scenarii: the tolerance-fecundity trade-off scenario [15] and
the size-structured trophic chain scenario [9]. Three types of B-F relation-
ships are then quantified: (a) Total productivity defined as the sum over
species of the positive contributions to net growth rate (eq.1) ; (b) Temporal
stability defined here as the asymptotic resilience (closest to zero eigenvalue
of the Jacobian matrix of (1)); and (c) Robustness to invasion is assessed by
two metrics: the probability of establishment of invasive species with ran-
dom trait xe (invasion resistance), and, for successful invasions, the expected
number of resident species that are driven to extinction (invasion tolerance).
For a range of parameter values, the B-F relationships were systematically
compared between random and co-evolved communities.

4.2 Results

B-F relationships were affected by evolutionary history in all five scenarii.
In random communities, productivity, as expected, increased with diversity
in most cases, with the notable exception of the CC trade-off scenario (Fig-
ure 2). A history of coevolution had quantitative and qualitative effects on
the diversity-productivity (D-P) relationships. Quantitatively, D-P relation-
ships had smaller amplitudes in mature communities compared to random
ones, to the point of being almost undetectable in the tropic chain scenario,
and they have a much more concave shape. Qualitatively, coevolution can
reverse the slope of the D-P relationship, as observed in the CC trade-off
scenario. Overall, evolutionary history strongly affects the expected D-P re-
lationship, with a general tendency of D-P relationships to be shallower,
and more consistently positive in mature communities compared to random
communities.

Asymptotic resilience decreased with diversity in all scenarii, as expected
in such models, and irrespective of evolutionary history. In the CC, TF and
trophic chain interactions, there was no appreciable difference in the shape
of the diversity-stability (D-S) relationships. However, the shape change in-
duced by the past evolutionary history in the niche and body size scenarii
was notable. It changed from convex to sigmoid, respectively, in mature and
random communities, and led to more stability for mature communities at
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Fig. 2 Productivity for the (a) niche, (b) body size, (c) CC trade-off, (d) TF trade-off and (e)
trophic chain scenarii. Colors stand for the different model parameters varied.

high diversity. It resulted that the fast decrease for mature communities at
low diversity slowed down at higher diversity, while the contrary occurred
for random communities.

Invasion resistance was not drastically influenced by past evolutionary
history: the invasion probability, which was decreasing with diversity as ex-
pected, was only slightly smaller in coevolved communities (except in the
CC scenario where it was slightly higher). By contrast, for the invasion tol-
erance results clearly showed that coevolved communities were much less
perturbed by invasive species than random ones: almost no species disap-
peared for all species richness explored, and the invasive species remained at
a very low abundance compared to resident species. To the contrary, random
communities lost a lot of species when invaded and the invasive species was
more abundant. In sum, past evolutionary history did not impact clearly the
probability of invasion, but changed considerably the response to an effec-
tive invasion.

To conclude, all scenarii of ecological interaction and all the observed
functional properties were sensitive to the past evolutionary history. Nat-
ural unperturbed ecosystems and young (or recently perturbed) ecosystems
did not behave and react the same. Those studies confirm that evolutionary
history should be a parameter to consider while studying ecosystem func-
tioning.
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5 Conclusion

As is visible in the examples presented here, ecological and evolutionary
dynamics have reciprocal interactions, and it may be insufficient to study
them individually. Adaptive dynamics provides a useful method to incor-
porate adaptive evolution into ecological models and expand our theoretical
understanding the dynamics of ecosystems. The approaches presented here
can be expanded to relax some critical assumptions, such as the rarity of mu-
tations and slow-fast approximation [2], the absence of spatial structure [13],
the scalarity of species traits [5] and beyond.
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Abstract CubeSats are tiny satellites with increasing capabilities. They have
been used for more than a decade by universities to train students on space
technologies, in a hands-on project aiming at building, launching and oper-
ating a real satellite. Still today, one shortcoming of CubeSats is their poor
ability to transmit large amounts of data to the ground. A possible way to
overcome this limitation relies on optical communications. Université Côte
d’Azur is studying the feasibility of a students’ CubeSat whose main goal
is to transmit data with an optical link to the ground at the moderate rate
of 1 kb/s (or better). In this paper, we will present the current state of the
project and its future developments.

1 Introduction, mission objectives

CubeSats are small satellites (“SmallSats” class) made of 10 cm-side cubes
that form a “unit” (or a 1U CubeSat). A large number of units can be com-
bined, although the bulk of current developments range from 1U (e.g. Ro-
busta1B), 2U (Spacecube, X-cubesat), up to 3U (e.g. Picsat, Eyesat, NIMPH

All authors work at
Université Côte d’Azur (see acknowledgements for details), e-mail: fmillour@oca.eu.
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[1]). However today, we can start to see 12U CubeSat projects under devel-
opment by several universities (for example the Grenoble/Toulouse ATISE
project [2]). These SmallSats are getting more and more attention from the
universities because they offer the possibility to teach space-related tech-
niques to students on a hands-on experiment, with a budget that can be
reached by a medium-size university.

CubeSats also get more and more attention from companies (e.g., Nex-
eya1, Planet Labs2) because they offer fast development cycles for new tech-
nologies with reduced costs compared to more “traditional” satellites. The
drawbacks are an extremely small payload volume and mass, a lack of re-
dundancy, and a perfectible reliability that can be mitigated by payload
miniaturization and the use of satellite constellations, or “flocks” [3].

The consequence of this tiny size is the limited data transmission capaci-
ties that can be integrated into a CubeSat: most of the radio transmitters (67%
of the 1630 radio emitter-receivers included in CubeSats3) use the amateur
radio frequencies to transmit data (UHF – 437 MHz & VHF – 146 MHz), a
few (6%) use S-band (2.2-3.4 GHz), some (25%) use X-band (10 GHz), and the
remaining 2% use other frequencies. The use of radio-frequencies to transmit
data from the satellite to the ground has some drawbacks, like the crowding
of used frequencies (potentially producing interference), or the poor direc-
tivity of the radio beam (enabling hacking of the data reception), not to say
the poor data rate of UHF and VHF (about 1 kb/s). In addition, considering
the small available volume in the satellite, the UHF/VHF antennas have to
be mechanically deployed, which is adding a risk to the success of the mis-
sion. Mitigating this risk by finding antenna schemes robust to deployment
failure is an interesting track to look for.

To alleviate this poor data rate, an optical transmission chain (light source
– beam launcher – telescope – photodiode) can be considered instead of a
radiofrequency chain (transmitter – TX antenna – RX antenna – receiver). An
optical transmission chain has some advantages over a radio chain: it has a
high directivity, making it difficult to intercept, there is no need to allocate
a frequency, and there is a potential to have a high-speed data link (several
hundred of Mb/s [4])

1 https://www.nexeyaonline.com/small-sats-satellite-platforms
2 https://www.planet.com
3 according to http://www.nanosats.eu/index.html#figures, consulted in June
2018

https://www.nexeyaonline.com/small-sats-satellite-platforms
https://www.planet.com
http://www.nanosats.eu/index.html#figures
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2 Mission description

The main goal of the Nice cube mission (Nice3) is to establish a data optical
link between the satellite and the ground, while keeping it in a 1U CubeSat
format.

The second goal of the mission is to demonstrate a high-enough transmis-
sion rate (higher than 1 Kb/s).

All the characteristics of the mission are derived from these two key as-
pects. Several CubeSat missions have already had a similar goal to produce
a data optical link. Some (e.g., FitSat [5] or Equisat4) use arrays of LEDs to
render the CubeSat visible from Earth with a small telescope or even the
naked eye. They may communicate with the ground via Morse code [6].
Other missions (OCSD [4], Node [7]) embed a high-power LASER that is
precisely pointed at the ground station. Finally, the C3PO [8, 9] project, and
other developments at the US Navy [10,11] have the objective of developing
the Multiple Quantum Well technology (MQW) to produce a retro-reflecting
modulator that can be embedded into a CubeSat. MQW technology allows
one to establish an asymmetric optical link with a very high bandwidth.

For Nice3, a first assessment of technologies and available resources led
us to favor retro-reflecting solutions that we will present in this paper. Other
options will remain possible if retro-reflecting solutions do not converge
fast-enough to a mature state (i.e., both space and ground segments are
working).

3 Mission constraints

The first and main constraint of the mission is that it must fit into a 1U Cube-
Sat. This constraint limits the available electrical power onboard and the
payload space inside the satellite.

The second constraint, resulting from the main goal of the mission, is to
establish a successful optical link between the satellite and the ground.

Remembering that the light source is aimed at the satellite from the
ground (LASER), this means that the satellite must always present a face
with the modulating retro-reflector to the ground station when flying over
it, with a precision to be determined (but at least better than 10◦). This can
be achieved either by covering each 6 cube face with a retro-reflector (as in
the design presented in Fig. 3), or using a passive or an active attitude con-
trol system that we plan to study in details during the project. At the same

4 https://brownspace.org

https://brownspace.org
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time, the satellite must stay in orbit long enough to fulfill the main mission
objectives, and it must be close enough and have a large enough reflection
surface to establish the optical link with sufficient margins with the ground
station.

The third constraint is the compliance to the LOS (Loi des Opérations
Spatiales5), i.e., the satellite must de-orbit back to Earth in less than 25 years.

These three constraints are somewhat contradictory and we will find the
optimum values for the orbit altitude in the coming months. The second and
last constraints are being tested right now with the STELA6 tool from CNES
(see Table. 1), and an orbit ranging from 500 to 650 km seem to be relevant
for this mission in order to both comply with the LOS and a typical mission
duration of 1 year (in order to allow us some time to set up the satellite in
flight, verify its good health, acquire the satellite with the optical ground
station, and then perform the data transmission test itself).

Table 1 Set of possible orbits for the CubeSat mission that satisfy the LOS. A first range
of possible orbits for Nice3 is between 500 and 650 km with a small eccentricity.

4 First sets of definitions of the mission

The satellite mission contains both a ground station and command center,
and the satellite itself. The satellite can be decomposed into a payload and a
platform.

5 https://www.legifrance.gouv.fr/affichTexte.do?cidTexte=
JORFTEXT000018931380
6 available at https://logiciels.cnes.fr/fr/content/stela

https://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000018931380
https://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000018931380
https://logiciels.cnes.fr/fr/content/stela
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4.1 Description of the ground segment

The ground segment will be composed of 3 items: A command and con-
trol center, a radio ground station (probably UHF/VHF) for housekeeping
telemetry, satellite remote control, and satellite position downlink, and the
optical ground station itself, made of a fast-steering telescope and a lasercom
setup.

The UHF/VHF ground station will be mounted with off-the-shelf hard-
ware to provide the necessary two-way communications with the satellite.
This main radio station will be designed as the project advances.

In the meantime, we started building a UHF SATellite Networked Open
Ground Station (SATNOGS)7 for demonstration purposes with the students
of the Polytech Nice-Sophia Antipolis engineering school. The current state
of this station is the following: some of the mechanical parts were printed
on a 3D printer and assembled, the other parts of the assembly (trusses) be-
ing cut from off-the-shelf components. Then, the command electronics were
tested and a PCB was designed to integrate an arduino, stepper motors con-
trol, endstops control, current sensor and temperature sensors . A first com-
mand code was also produced by the students (Fig. 1, left). On the other
hand, a Yagi-Uda antenna tuned to 450 MHz was designed and tested (Fig. 1,
right). The next steps are to integrate all the necessary parts (mount, antenna,
SDR, arduino, raspberry pi), focus on a 437 MHz antenna, add a GPS, iner-
tial measurement units, make it battery-operated, to provide a transportable
ground station that can be easily demonstrated on conferences or shows.

To give an idea of the dimensions of the optical ground station, a first
assessment of the light propagation was made, considering a 1 W LASER
at 1550 nm wavelength, atmosphere disturbance (seeing) of 3”, light diffrac-
tion, atmosphere absorption, etc. This assessment led us to consider a corner
cube assembly with a 3 cm aperture on the satellite, a 20 cm aperture on the
beam launching device (upwards LASER), and a 1.5 m telescope size for the
reception of the reflected signal (downwards-reflected LASER). A typical
signal-to-noise ratio of 6 (i.e., ≈40 photons per cycle) may be achieved for a
100 kHz light modulation, giving spacious margins to achieve a data rate of
1 kb/s.

Note here that the corner cube return beam is aimed back directly, what-
ever the angle the cube makes relative to the ground station (as long as it is
in the 10◦ misalignment range mentioned above).

All these figures need to be confirmed, but they give a first idea of the
typical features of the mission. The MeO 1.5 m LASER telemetry telescope,
located in the Calern plateau less than 50 km from Nice, and operated by the

7 https://satnogs.org

https://satnogs.org
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Fig. 1 Current state of the SATNOGS ground station at Polytech Nice engineering school.
On the left side, one can see a group of students working on the control electronics of
the mount, and on the right side, one can see the Yagi-Uda antenna being designed by
another group of students.

Côte d’Azur Observatory, is a prime candidate to serve as the optical ground
station for Nice3.

4.2 Description of the platform

The platform will be comprised of:

• a mechanical structure holding the necessary electronics and the payload,
• an electrical procurement system composed of:

– solar generators (solar panels),
– energy storage (rechargeable batteries),
– a power supply unit (PSU),

• an on-board computer (OBC)
• a radio-communications system composed of:

– a radio emitter-receiver,
– an antenna,

• and finally a thermal regulation system.

The platform may be built using commercial off-the-shelf elements from
a well-known supplier, but we also investigate the possibility to collaborate
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with another CSU that developed all these elements in-house, e.g., the Mont-
pellier University CSU.

4.3 Description of the payload

The Nice3 payload is composed of a retro-reflector, allowing the satellite to
send back an optical beam to the emitter on the ground, and an optical mod-
ulator, which will encode the data meant to be sent from the satellite to the
ground. The optical modulator is the centerpiece of the project, and we are
investigating the possible options to achieve the necessary bandwidth of the
mission (≥ 1 Kb/s).

Retro-reflectors can come in several forms: prismatic retro-reflector (cor-
ner cubes); hollow corner cubes; ball lenses; cat’s eyes; and finally, telecentric
reflectors (see Figure 2). We are building an optical bench to measure char-
acteristics of these different types of retro-reflectors, especially the above-
mentioned 10◦ tolerance to misalignment. Once they have been character-
ized, we will select one type of reflector for the mission, based on their ac-
ceptance angle, overall reflectivity, optical quality, etc.

We consider that a retro-reflector with an aperture larger than 3 cm cannot
fit in the satellite, so this is our maximum size.

Ball lensCorner cube Cat’s eye Telecentric

Fig. 2 Different types of retro-reflectors that will be considered for the mission.

Optical modulators, which act here as optical shutters, can come in sev-
eral flavors too: Liquid crystal devices, being in transmission (LCD shutter
from Thorlabs) or in reflection (LCOS from Hamamatsu); Texas Instrument’s
Digital Light Processor (DLP); Boston Micromachine’s modulating reflector
(MRR); tip/tilt mirrors mounted on piezoelectric actuators (made by Cedrat
Technologies and flown in PicSat); and finally, Multiple Quantum Well tech-
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nology (MQW) developed by Arianegroup and the US Navy. These different
devices have different response times that are listed in Table 2

Table 2 Optical modulators considered in the project and their typical characteristics.

Modulator Active area Max. frequency Power Mass space-ready?
LCD 20 x 20 mm 2 kHz 300 mW 100 g incl. mount No
LCOS 16 x 12 mm 120 Hz 35 W8 - No
DLP 10 x 6 mm 4KHz 91 mW - No
MRR �14 mm 200 kHz 10 µW 300 g incl. mount No
Piezo actuator - 10 kHz 0.75 W 12 g without mirror Yes
MQW - ≥10 MHz - - -

We have three possible optical configurations depending on the type of
modulator and the type of retro-reflector chosen for the mission.

Depending on choices made on the way, the mission is designed (attitude
control vs. no attitude control), we will have two different satellite configu-
rations: one without attitude control and 6 modulating retro-reflectors (1 per
cube face), and one with an attitude control and just 1 retro-reflector.

The payload may also include a GNSS receiver (e.g. GPS or GALILEO)
to locate the satellite in real time by sending its position to the ground via a
radio link, and a high-power LED in order to locate the satellite even when
it is not illuminated by the Sun.

Based on these elements, we designed a first version of the Nice3 satellite,
using only off-the-shelf elements, and hollow corner cubes (see Fig. 3).

In this design, the light modulators are embedded in one of the corner
cube faces. No attitude control was considered for this first design, leading
us to place one corner cube on each of the satellite face. We placed an ad-
ditional generic PC104 electronics board on the satellite stack to figure the
modulators control electronics. We also placed a GNSS receiver and its an-
tenna, in order to send the satellite position to the ground via radio link.

Drilling a hole on each satellite face to let the corner cube go through lead
to the necessity to remove one solar cell from the solar panels. The conse-
quent deficit of power (0.5 W instead of 1 W typical) may be mitigated by
using solar cells with a different shape, or deployable solar generators.

In this preliminary phase, the integration of a radiolink based on Low-
Power Wide Area Network (LP-WAN) has been also investigated. A wire-
less link over 702km has been already demonstrated at 868MHz using a
sounding balloon and LoRa technology [12]. Several geometries have been
proposed for CubeSat UHF radio links, including Dipole, Yagi, helical or
parabolic structures. All these solutions require mechanical deployment to
enable the RF communication, which can be risky. We involved students
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GNSS (GPS) receiver

GNSS (GPS) 
antenna

Modulating Retro-reflectors

UHF / VHF transmitter

UHF / VHF antennas

Batteries

On-Board Computer (OBC)

Modulator electronics

Solar panels

Front view Rear view

Fig. 3 Preliminary design of a possible satellite fulfilling several aspects of the mission.

from Polytech Nice Sophia Antipolis to design a custom antenna based on
a microstrip patch using one face of the CubeSat, and with four deployable
panels. This antenna was manufactured by the students (see Fig. 4) and char-
acterized in a Starlab station. A realized peak gain of 5.4 dBi was achieved.
This solution, using a patch antenna, is mitigating the mechanical deploy-
ment risk, as a gain of already 4 dBi will be obtained in case of deployment
failure. This ≈900 MHz antenna is a first step. The next step will include the
design of an antenna in the radio amateur bands.

5 Conclusion

We are about to finish the phase 0 of the Nice3 CubeSat mission. During
these first 6 months, students worked on the project and made significant
progress in our understanding of the context and difficulties of building a
satellite. We have today a set of first boundaries for the satellite mission.
This will enable us to progress further in the mission specifications in the
coming months.

Students working on this project come from many backgrounds. They
have come from university master’s programs, like MAUCA, but also from
engineering schools, like Polytech Nice Sophia Antipolis, and of course from
other traning programs, like optics BTS. The acknowledgments below list
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Fig. 4 Left: microstrip patch deployable antenna prototype on the characterization bench.
Right: measured 3D radiation pattern at 900MHz of this antenna.

further the training programs that closely follow the project. Making a satel-
lite project with students is an exciting experience and we are preparing for
the end of the phase 0 with enthusiasm.

Acknowledgments

This project is supported by the Université Côte d’Azur (UCA), the Côte d’Azur
Observatory (OCA) and the Centre National des Études Spatiales (CNES).

The Centre Spatial Universitaire (CSU) of the Université Côte d’Azur (UCA)
offers students practical training as part of courses from the Astrophysics master’s
program (MAUCA) or the Geophysics master’s course (master 3G) of UCA, from
the Mines Paristech and Polytech Nice-Sophia Antipolis engineering schools, as
well as professional experience in research laboratories and institutes: Lagrange,
Geoazur, LEAT, I3S, CEMEF, Inphyni and INRIA.

The authors would like to thank the joint laboratory between Universitéé Côte
d’Azur, CNRS and Orange, “Centre de Recherche Mutualisé pour les Antennes"
(CREMANT), for its support in the microstrip patch antenna characterization.

References

1. Arnaud Fernandez, Amadou Gadio, F Destic, Julien Sommer, A Rissons, Christophe
Viallon, Nicolas Nolhier, Olivier Llopis, Éric Tournier, Jean-Guy Tartarin, S Lizy-



The Nice Cube (Nice3) nanosatellite project 143

Destrez, J Chaix, and O Gilard. The NIMPH Project. In 7th CubeSat Symposium , Liège,
Belgium, September 2015. von Karman Institute for Fluid Dynamics, University of
Liege.

2. E. Le Coarer, M. Barthelemy, A. Vialatte, M. Prugniaux, G. Bourdarot, T. Sequies,
P. Monsinjon, R. Puget, and N. Guerineau. ATISE: a miniature Fourier-transform
spectro-imaging concept for surveying auroras and airglow monitoring from a 6/12U
cubesat. In ICSO 2016, BIARRITZ, France, October 2016.

3. Christopher Boshuizen, James Mason, Pete Klupar, and Shannon Spanhake. Results
from the planet labs flock constellation. 2014.

4. Siegfried Janson and Richard Welle. The nasa optical communication and sensor
demonstration program. 2013.

5. Takushi Tanaka, Yoshiyuki Kawamura, and Takakazu Tanaka. Overview and opera-
tions of cubesat fitsat-1 (niwaka). In Recent Advances in Space Technologies (RAST), 2013
6th International Conference on, pages 887–892. IEEE, 2013.

6. Takushi Tanaka, Yoshiyuki Kawamura, and Takakazu Tanaka. Development and op-
erations of nano-satellite fitsat-1 (niwaka). Acta Astronautica, 107:112 – 129, 2015.

7. Emily Clements, Raichelle Aniceto, Derek Barnes, David Caplan, James Clark, Iñigo
del Portillo, Christian Haughwout, Maxim Khatsenko, Ryan Kingsbury, Myron Lee,
et al. Nanosatellite optical downlink experiment: design, simulation, and prototyp-
ing. Optical Engineering, 55(11):111610, 2016.

8. C Quintana, Q Wang, D Jakonis, X Piao, G Erry, D Platt, Y Thueux, A Gomez,
G Faulkner, H Chun, et al. High speed electro-absorption modulator for long range
retroreflective free space optics. IEEE Photonics Technology Letters, 29(9):707–710, 2016.

9. Benoît d’Humières, Bruno Esmiller, Yann Gouy, Emilie Steck, Crisanto Quintana, Gra-
ham Faulkner, Dominic O’Brien, Fabian Sproll, Paul Wagner, Daniel Hampf, et al. The
c3po project: A laser communication system concept for small satellites. In Free-Space
Laser Communication and Atmospheric Propagation XXIX, volume 10096, page 1009611.
International Society for Optics and Photonics, 2017.

10. William S Rabinovich, Peter G Goetz, Rita Mahon, Lee Swingen, James Murphy,
G Charmaine Gilbreath, Steven C Binari, and Eugene Waluschka. Performance of
cat’s eye modulating retro-reflectors for free-space optical communications. In Free-
Space Laser Communications IV, volume 5550, pages 104–115. International Society for
Optics and Photonics, 2004.

11. G Goetz Peter, S Rabinovich William, Rita Mahon, L Murphy James, S Ferraro Mike,
R Suite Michele, R Smith Walter, B Xu Ben, R Burris Harris, I Moore Christopher,
et al. Modulating retro-reflector lasercom systems at the naval research laboratory. In
Military Communications Conference, 2010-Milcom 2010, pages 1601–1606. IEEE, 2010.

12. Thomas Telkamp and Laurens Slats. https://www.thethingsnetwork.org/
article/ground-breaking-world-record-lorawan-packet-received-
at-702-km-436-miles-distanceGround breaking world record! LoRaWAN
packet received at 702 km (436 miles) distance. 2017.

https://www.thethingsnetwork.org/article/ground-breaking-world-record-lorawan-packet-received-at-702-km-436-miles-distance
https://www.thethingsnetwork.org/article/ground-breaking-world-record-lorawan-packet-received-at-702-km-436-miles-distance
https://www.thethingsnetwork.org/article/ground-breaking-world-record-lorawan-packet-received-at-702-km-436-miles-distance




145

Modelling complex systems in
Archaeology: general issues

and first insights from the
ModelAnSet project

Frédérique Bertoncello, Marie-Jeanne Ouriachi, Célia
Da Costa Pereira, Andrea Tettamanzi, Louise

Purdue, Daniel Contreras, Dennis Fox, Nobuyuki
Hanaki, Rami Ajroud, Jérémy Lefebvre

Frédérique Bertoncello
Université Côte d’Azur, CNRS, CEPAM - UMR 7264 CNRS, Nice. e-mail: frederique.
bertoncello@cepam.cnrs.fr

Marie-Jeanne Ouriachi
Université Côte d’Azur, CNRS, CEPAM - UMR 7264 CNRS, Nice

Célia Da Costa Pereira
Université Côte d’Azur, CNRS, I3S - UMR 7271 CNRS, Nice

Andrea Tettamanzi
Université Côte d’Azur, CNRS, I3S - UMR 7271 CNRS, Nice

Louise Purdue
Université Côte d’Azur, CNRS, CEPAM - UMR 7264 CNRS, Nice

Daniel Contreras
SWCA Environmental Consultants, Salt Lake City, UT, USA; IMBE, Aix-Marseille Univer-
sité, Aix-en-Provence

Dennis Fox
Université Côte d’Azur, Université Nice Sophia Antipolis, ESPACE - UMR 7300 CNRS,
Nice

Nobuyuki Hanaki
Université Côte d’Azur, Université Nice Sophia Antipolis, GREDEG - UMR 7321 CNRS,
Nice

Rami Ajroud
Université Côte d’Azur, CNRS, I3S - UMR 7271 CNRS, Nice

frederique.bertoncello@cepam.cnrs.fr
frederique.bertoncello@cepam.cnrs.fr


146 F. Bertoncello et al.

Abstract Complexity theory provides useful concepts for archaeological
issues related to the understanding of past societies and their environ-
ment. More specifically, Agent-Based Modelling is a relevant tool to ex-
plore scenarios and to test hypotheses about the impacts of complex socio-
environmental interactions on the transformations of ancient settlement sys-
tems evident in archaeological records. After a short historiography of com-
plex systems modelling in Archaeology, this paper focus on the mains is-
sues of archaeological simulation models. As a case study, we briefly present
the model under development within the ModelAnSet project supported by
UCAJEDI Complex Systems Academy of Excellence. Agent-Based Modelling
is used to explore the respective impacts of environmental and social fac-
tors on the settlement pattern and dynamics during the Roman period in
South-Eastern France.

1 Archaeology and Complex Systems

Interest for system and complexity theories is not new in Archaeology: it fol-
lows the deep renewal of the concepts and methodologies of the discipline
brought by the New Archaeology movement, which developed at the end
of the 1960’s in the US and England [1–3]. The New Archaeology provides
a quantitative and systemic approach, where past societies are considered
as systems formed by many interacting components. Instead of explaining
cultural change and the transformation of societies by external influence,
as it was usual in classical Archaeology, New Archaeology considered that
change results from the interactions between the components of the system.
As a processualist movement, the New Archaeology focusses on dynamics
and seeks to identify regularities on archaeological records, in order to de-
fine general rules in the functioning of past societies.

During the 1980’s the interest for complex system approaches slackened
under the influence of the post-processualists critics against the New Ar-
chaeology, pointing out especially its lack of attention to the context (histor-
ical, social, environmental, etc.) in the particular evolutions of societies and
to the role of the individuals as active agents of these evolutions.

The renewal came at the end of the 1990’s under the influence of both
conceptual and technical developments [4–7]. Complex Adaptive Systems,
as a strand of complexity theory, provided relevant concepts to study long-
term social changes [8], while increasing computing capacity and the de-

Jérémy Lefebvre
Université Côte d’Azur, CNRS, I3S - UMR 7271 CNRS, Nice
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velopment of platforms for Cellular Automata and Agent-Based Modelling
eased the use of these tools by archaeologists [9]. By focusing on the role of
interactions between the systems components and on the way these micro-
level interactions generate new macro-level properties and structures of the
system, Complex Adaptive Systems theory is particularly well suited to con-
sider questions that are perennial in Archaeology, such as the question of ori-
gin (for example: How urban centers arose from scattered settlements? How
chiefdom developed from a previously egalitarian social organisation? etc.).
The concepts of emergence and self-organisation, which are key-concepts in
complexity theory, also led to new approaches to the question of innovation,
which is central in the study of socio-systems, whether it is technical, cul-
tural or societal innovation [10]. In other words, complexity theory provides
a relevant framework to address the question of change, which is fundamen-
tal in historical sciences.

2 Why model in Archaeology?

It is worth recalling that Archaeologists, like other scientists, have always
used models, even the most discursive informal explanation for “how” or
“why” something happened in the past, is already a model [6]. But archaeo-
logical data present some specificities which invite one to turn to more for-
mal models. Indeed, what we observe in Archaeology are remains of pro-
cesses but not the processes that produced these remains. Archaeologists can
thus only observe snapshots of the past, but no dynamics. We must there-
fore infer past dynamics (processes, behaviour) from a static archaeological
record [11]. The usual means to do this are to compare the patterns in the
archaeological record with the patterns expected from the supposed under-
lying process or behaviour. The selection of candidate underlying processes
or behaviour is usually based on common sense, previous knowledge, other
sources of information (ancient texts for example), ethnographic analogies
and environmental regularities, or in some very specific cases, experimen-
tal archaeology [12]. But to prove or disprove an interpretation is difficult
in Archaeology as, like in other social sciences, the popperian model of the-
ory testing by experimentation and refutation is not applicable, except for
very specific and narrow topics [13]. A theory is then usually – and never
absolutely – confirmed by the accumulation of convergent indices, while the
discovery of contradictory elements will dismiss it. This explains why con-
current interpretations and theories about the same phenomenon can coexist
in Archaeology as in many social sciences. In this context, models are very
useful tools to test our hypothesis and theories by looking at the dynamic
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consequences of these theories, as simulation models help identifying which
processes or behaviour could have created the archaeological patterns we
observe. The idea is not to reproduce past reality, which is out of reach, but
to select within our hypothesis which ones are the most plausible. In that
sense, models are tools to think, not only to test hypotheses but also to elab-
orate them. They provide a testing of an hypothesis of process more than
a proof of the existence of process (“c’est une mise à l’épreuve plus qu’une
preuve”: [14]).

3 Agent-Based Modelling

Within the range of available simulation tools, Agent-Based Modelling is
the most developed in Archaeology [12, 15]. Some reasons are technical,
ABM being more flexible than, for example, Dynamical Systems Models as
it does not require formal mathematical expression of the model and uses
algorithmic formalism that is closer to natural language, and thus more ac-
cessible to social scientists. Another advantage of ABM concerns the model
outputs: ABM allows one to explore the outcome of behaviour aggregated
at a coarse-grained spatial and temporal resolution, which fits the resolution
of the archaeological records. But more fundamentally, ABM is particularly
well suited to explore the evolution of past societies, which involves com-
plex interactions between social processes and natural phenomena, such as
climatic change: agents interact between each other and also with their envi-
ronment, and ABM is particularly relevant to model these interactions and
feedback, and their effects on the system dynamics. This usually requires
the combination of several sub-models (social, palaeoclimatic, or palaeoen-
vironmental, for example), leading to very complex models, for example,
the Artificial Anasazi model [16], the Village Ecodynamics Project ( [9, 17]
or the ENKIMDU Model [18]. Another interest of ABM is that it allows to
take into account “cognitive” or “deliberative” agents and not only rule-
based reactive agents, a possibility that opens very interesting perspectives
to differentiate agents’ behaviour according to their knowledge, beliefs, de-
sires and goals [19]. ABM thus has the potential to model long-term social
change without losing sight of the individual actions that underly it. In that
sense, ABM might help reconcile processual interest in societal systems with
post-processual concern for human agency [15].

However, these modelling practices remain the minority in Archaeology
and concern a small quantitative community, interested in specific issues
such as human evolution, evolutionary Archaeology or long-term socio-
natural studies. In France, their development started recently, through the
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Fig. 1 The descriptive grid
to classify models of spatial
systems according to their
level of abstraction and
simplification (figure pub-
lished in Banos et al. 2017,
p. 102 and reproduced
with the authorisation of
A. Banos and L. Sanders)

collaboration of archaeologists and geographers who share common inter-
ests in the long-term evolution of settlement systems, such as in the ANR
project, TransMonDyn [20].

4 Abstraction vs Singularity; Simplification vs Realism

If models are used to test hypotheses about the processes supposed to have
generated the observed archaeological patterns, validation of the model im-
plies to compare the simulated outputs with archaeological records. This re-
quires a rather good match between the model and “reality”. But too realistic
models are not necessarily better. Firstly because they might suggest that the
model is an exact replica of real world, which is never the case as modelling
always require simplification and schematisation. This is particularly critical
in Archaeology where the observed records are only partial remains of past
reality. In addition, there is a risk that such a specific and detailed model
does not bring any new knowledge than the ones entered as inputs. There
is indeed a tension amongst complex systems models between, on the one
hand, simplification and abstraction and, on the other hand, realism and
singularity. These opposite polarities in the modelling practices have been
formalized by Lena Sanders and Arnaud Banos [21]. They proposed a de-
scriptive grid to classify models of spatial systems according to the level of
abstraction of the modelled phenomenon, from the most particular to the
most stylized, and to the level of simplification of the model itself, which
can be evaluated according to the KISS and KIDS principles (see Fig. 1).
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Fig. 2 % of settlements per century in 7 micro-regions of Southern and Central France ( c©
ArchaeDyn, ANR-08-BLAN-0157-01, 2008-2012).

The “Keep It Simple, Stupid!” or KISS principle, stated by Robert Ax-
elrod [22], claims that the complexity of a model lies in the results of the
simulation, not on the hypotheses, which must be as simple as possible and
reflect the main fundamental processes of the simulated phenomenon. To
the contrary, the “Keep It Descriptive, Stupid!” or KIDS principle, devel-
oped by Bruce Edmond and Scott Moss in reaction to the previous, focus on
the hypotheses, which must be closer to reality in order to be able to explain
the simulated results [23]. These type of models are thus more complex than
KISS models.

5 The ModelAnSet project

These polarities can also be viewed as various steps in the building process
of a model itself and we will take as an example the model we are building
within the ModelAnSet project (Modelling the role of socio-environmental
interactions on Ancient Settlement Dynamics), supported by UCAJEDI Com-
plex Systems Academy of Excellence. Agent-Based Modelling is used to ex-
plore the respective roles of environmental and social factors in the evolu-
tion of the settlement pattern and dynamics during the Roman period in
South-Eastern France. The initial motivation to develop the model was to
better understand which processes could explain two typical characteris-



Modelling complex systems in Archaeology 151

Fig. 3 Implementation of the ModelAnSet ABM on the NetLogo platform (1st version,
Jérémy Lefebvre and Rami Ajroud, January 2018)

tics of Gallo-Roman settlement pattern during the first three centuries of
the Christian era. Archaeological records evidence a strong increase in the
number of rural settlements in Gaul from the 1st c. BC, followed by a steep
decrease in the 2nd c. AD (see Fig. 2).

This is concomitant with the development of a new type of rural set-
tlement, the villa, which conveys from Rome new ways of life and land-
exploitation to the conquered provinces. Our aim is to test the impact of
social and natural processes on these evolutions through the simulation of
the behaviour of Gallo-Roman landowners, who were the main actors of
land exploitation and settlement.

According to historical and archaeological data, we defined different be-
haviours of the landowners according to their socio-economical status and
their perception of land rentability. We consider that the main factors in-
fluencing land rentability to be climatic change, which impacts land fertil-
ity, and the macro-economical context that impacts the economical power
of the landowners. These parameters were also defined from multidisci-
plinary sources of knowledge. According to their economical power and the
rentability of their rural exploitations, agents (the landowners) can make
various decisions about their exploitations: they can enlarge, improve or
maintain them without change, or abandon them or create a new exploita-
tion, either a farm or a villa. Thus, repeated landowner decision-making
produces a changing macro-level settlement pattern, in terms of number,
type and spatial location of the settlements. The model includes feedback
between agents’ behaviour and the properties of their environment, as they
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Fig. 4 Position of the Mod-
elAnSet model on Banos
and Sanders graph to
classify models of spa-
tial systems according to
their level of abstraction
and simplification (figure
adapted from Banos et al.
2017, p. 102 and published
with the authorisation of
A. Banos and L. Sanders)

can improve land productivity but also degrade it by over-exploitation. Al-
though the hypotheses to test are rather generic, they were instantiated in a
specific geographical context, which is the territory of the Roman colony of
Forum Iulii, actual Fréjus in the South-East of France (Var department ; see
Fig. 3).

This instantiation helped calibrate some model parameters (for example,
defining the relative proportions of towns, villas and farms in the settlement
system) and will mainly allow us to place the simulation in a realistic envi-
ronment based on the actual landscape of this area. As environmental factors
play an important part in the model dynamic, we assume that this effort to-
wards environmental realism is required to be able to compare the model re-
sults with the archaeological records, although this instantiation is not fully
implemented yet in the ABM.

If we go back to the Banos and Sanders graph, we can thus place our
model towards the descriptive side of it, closer to the KIDS principle. In its
present version, which uses a virtual environment made of 5 environmental
units randomly situated, the model is still rather stylized, and can then be
placed in the B quarter of the graph, but when the realistic environment will
be implemented, the model will definitely increase its singularity, moving to
the C quarter (see Fig. 4).

Conclusion

In a discipline such as Archaeology, where dynamics cannot be observed,
simulation models are the only tools allowing us to generate processes and
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test their relevance to produce the observed archaeological records. This re-
quires a certain amount of realism for the models, although a good fit be-
tween the modelling results and the observed patterns is not a sufficient
proof as different processes can create similar patterns. Rather than offering
an absolute validation, models allow us to reduce the range of candidate
processes by focussing on the most effective ones. This is what we seek with
the ABM under development within the ModelAnSet project.
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of nanoparticles
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Abstract This paper briefly reviews our recent advances in the magnetic
separation of nanoparticles, which has long been considered challenging be-
cause of their strong Brownian motion. We show that field-induced phase
separation enhances significantly the efficiency of nanoparticle magnetic
separation that is expected to give rise to numerous emerging applications
of magnetic nanoparticles
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1 Introduction

Magnetic separation is a process in which magnetizable particles are ex-
tracted from a suspending liquid by means of magnetic field gradients.
Apart from the classical application to ore beneficiation [1], magnetic sepa-
ration has been finding new, emerging applications in water purification [2]
and in the separation of living cells or biological molecules [3]. The basic
idea is to attach pollutant molecules, biomolecules or cells to magnetic par-
ticles and extract them from the suspending liquid using an externally ap-
plied non-uniform magnetic field that creates a magnetic force on particles
making them move in the direction of the magnetic field gradient. In most
existing applications, magnetic micron-sized particles are used, providing
an easy magnetic separation with moderate magnetic fields, while the use of
nanoparticles is considered to be inefficient because of their strong Brownian
motion. This is a real technological barrier for many biological and environ-
mental applications because small nanoparticles have a high specific area
and would capture larger amounts of molecules by unit suspension volume
as compared to microbeads; this would allow either an enhancement of the
biomolecule detection or reduction of the amount of reagents necessary for
bioanalysis or water purification. Magnetic separation efficiency of nano-
particles is especially low in microfluidic devices relevant for most biomed-
ical applications because it is difficult to realize high magnetic fields in a
compact geometry of these devices.

However, a few years ago, we showed that the magnetic separation of
nanoparticles can still be efficient if they undergo a field-induced phase sep-
aration manifested by appearance of long micron-sized needle-like aggre-
gates containing millions of nanoparticles [4, 5]. The capture efficiency of
such a phase separating system is related to the aggregate size scale rather
than to the size of individual nanoparticles. To benefit from the phase sep-
aration to enhance the magnetic separation of nanoparticles, one needs to
know: (a) the range of magnetic field intensity and nanoparticle concen-
tration at which the phase separation takes place; (b) how fast the phase
separation is in comparison to magnetic separation; (c) what is the optimal
geometry of the magnetic separator providing a maximal capture efficiency
of nanoparticles. These points impose a detailed study of (a) the phase sep-
aration equilibrium with establishment of the phase diagrams; (b) kinetics
of field-induced nanoparticle aggregation; (c) capture of nanoparticles on
magnetizable collectors of a microfluidic magnetic separator. In this paper,
we briefly review these points and show how basic physical concepts allow
designing a very efficient magneto-microfluidic separation system expected
to give a considerable improvement of high sensitivity immunoassays.
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Fig. 1 Theoretical (a) and experimental (b) phase diagrams of a suspension of magneti-
zable nanoparticles showing diluted phase (disordered fluid), a concentrated phase (fcc
solid) and a mixture of both phases (fluid + solid). Only one binodal curve is accessible in
experiments and this curve corresponds to the onset of field-induced aggregation. (a) is
reprinted from Magnet et al. Phys Rev E 89, 032310 (2014) with kind permission of Amer-
ican Physical Society and (b) is reprinted from Ezzaier et al. J. Chem. Phys. 146, 114902
(2017) with kind permission of American Institute of Physics.

2 Phase equilibrium

Let us consider a homogeneous suspension of Brownian magnetizable nano-
particles of a diameter d dispersed in a liquid. If this suspension is subjected
to a uniform external magnetic field of an intensity H, the nanoparticles
acquire a magnetic moment m and undergo dipolar interactions between
them. If the particle concentration and the applied magnetic field are strong
enough, the suspension will undergo a phase separation, i.e., the nano-
particles will form dense needle-like aggregates (concentrated phase) sep-
arated by a suspending liquid containing a small amount of particles (dilute
phase). The phase separation is governed by two dimensionless parameters
– the nanoparticle volume fraction ϕ and the dipolar coupling parameter λ
defined as a ratio of the dipolar interaction energy to the thermal agitation
energy kBT:

λ ∼ m2

µ0kBTd3 ∼
µ0H2d3

kBT
, (1)

where µ0 = 4π × 10−7 H/m is the magnetic permeability of vacuum.
The dilute and concentrated phases, as well as their mixture, are mapped

onto a λ-ϕ phase diagram shown in Fig. 1a with the boundaries between
phases (binodal curves) calculated by equating chemical potentials and os-
motic pressures in both phases [6].
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As inferred from Fig. 1a, the dilute phase occupies the space below the
left binodal curve, the concentrated phase is below the right binodal curve,
while the mixture of two phases is between these curves. The left binodal
curve shows at which critical dipolar coupling parameter (or, equivalently,
critical magnetic field) the nanoparticles start to aggregate and thus bears
the important information for the magneto-microfluidic separation (Sec. IV).
This curve was also measured experimentally by direct optical observation
of the aggregation of a nanoparticle suspension subjected to different exter-
nal magnetic fields [7]. As nanoparticles, we used nanoclusters of a medium
size of the order of 50 nm dispersed in water and composed of a dozen
smaller iron oxide nanoparticles assembled by a double layer oleic acid sur-
factant [8]. The same nanoparticles have been used for all experiments pre-
sented in the current paper. The shape of the experimental binodal curve,
shown in Fig. 1b, exhibits some similarities with the left binodal curve of
Fig. 1a calculated theoretically. However, the theory underestimates the crit-
ical magnetic field of the onset of aggregation, likely because of attractive
van der Waals interactions between nanoparticles ignored in the theory.

3 Kinetics of aggregation

The field-induced phase separation described in Sec. 2 has a certain time-
scale, important for a proper design of the magneto-microfluidic separation
system. Experimentally, kinetics of phase separation or, equivalently, kinet-
ics of nanoparticle aggregation has been studied by optical observation of
a nanoparticle suspension sandwiched between two glass plates and sub-
jected to an external magnetic field of a given intensity H [7]. Starting from
some time elapsed from the moment of the magnetic field application, one
observes appearance of black stripes aligned with the direction of the ap-
plied magnetic field and corresponding to bulk needle-like aggregates of a
length of the order of a hundred of microns and a width of the order of a
few microns. The effect of the particle volume fraction ϕ and of the applied
magnetic field H on the aggregation state of the suspension is inspected
in Fig. 2 where snapshots of the suspension microstructure are shown at a
given elapsed time t = 20 min but for different ϕ and H. As expected, the ag-
gregate length and thickness seem to increase significantly with increasing
magnetic field and particle concentration thanks to enhancement of mag-
netic interactions between nanoparticles.

To quantify the kinetics of aggregation, the time dependence of the aggre-
gate average length L is inspected in Fig. 3 for the magnetic field intensity
H = 2.75 kA/m and for three different particle volume fractions. The experi-
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Fig. 2 Snapshots of the suspension microstructure at the fixed elapsed time t = 20 min
and different intensities H (or H0) of the applied magnetic field and different particle
volume fractions ϕ (reprinted from Ezzaier et al. J. Chem. Phys. 146, 114902 (2017) with
kind permission of American Institute of Physics).

mental curves show an initial sublinear increase of the aggregate length with
time, followed by a change in the slope at t ≈ 10− 15 min and by a stronger
increase. From the theoretical point of view, a stage of aggregate growth (by
diffusion and magnetophoretic migration of nanoparticles towards primary
nuclei) is expected at shorter times providing a sublinear section of L(t)-
dependency, while a coalescence regime (merging of aggregates due to their
dipole-dipole interaction) is expected at longer times providing a stronger
than linear increase of the aggregate size. Transition between two regimes is
supposed to take place when the aggregation rate of the coalescence stage
becomes larger than that of the aggregate growth stage; such a transition re-
sults in a change of the slope of the L(t)-curves. Our theoretical model (solid
curves on Fig. 3) fits at least semi-quantitatively to the experiments. As in-
ferred from the figure inset, the change of the slope is predicted at higher
elapsed times than those observed in experiments.

The most important issues for magnetic separation (Sec. 4) are the time-
scales tG and tC of the aggregate growth and coalescence stages, respec-
tively:

tG ∼
d2

Dn∆0

(
Vm

d3

)4/7
; tC ∼

η

Φµ0M2 , (2)

where Dn is the nanoparticle diffusion coefficient; ∆0 = ϕ− ϕ′(λ) is the ini-
tial supersaturation of the suspension corresponding to the difference of the
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Fig. 3 Experimental (sym-
bols) and theoretical
(lines) dependencies of
the average aggregate
length on elapsed time
for the applied magnetic
field H = 2.75 kA/m at
different particle vol-
ume fractions. The inset
shows the same depen-
dency for ϕ = 0.1 vol.%
in an extended timescale
(reprinted from Ezzaier
et al. J. Chem. Phys. 146,
114902 (2017) with the kind
permission of the Ameri-
can Institute of Physics).

particle volume fraction and the critical volume fraction ϕ′(λ) at the onset of
aggregation (left binodal curve on Fig. 1a or the curve on Fig. 1b); Vm is the
maximum aggregate volume in the aggregate growth regime corresponding
to vanishing supersaturation; η is the suspending liquid viscosity; M and
Φ are the magnetization of aggregates and their volume fraction in the sus-
pension, respectively. Both estimations using Eq. 2 and experiments show
that the shortest timescale giving the aggregate length of the order of 10 µm
is about 1 min. Thus, we have to design the magnetic separation system in
such a way that the particle traveling time has to be larger than t ∼ 1 min
such that the nanoparticles have enough time to aggregate under the action
of the applied field.

4 Magnetic separation

Ordered arrays of magnetizable micropillars are considered to be one of the
most effective geometries for the separation of magnetic micron sized parti-
cles in microfluidic scale [9, 10]. We have shown that such system provides
an acceptable capture efficiency of magnetic nanoparticles undergoing field-
induced aggregation [4]. A sketch of a microscale channel equipped with an
array of nickel micropillars is presented in Fig. 4. Micropillar arrays were
grown on a glass substrate by electroplating and soft photolithography. In
experiments an aqueous suspension of iron oxide nanoparticles of a desired
concentration ϕ was pushed through the channel at a desired speed u using
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Fig. 4 Microfluidic channel
with a micropillar array
(reprinted from Ezzaier et
al. J. Magn. Magn. Mater.
459, 350 (2018) with the
kind permission of Else-
vier)

Fig. 5 Snapshots of nanoparticle deposits around micropillars (reprinted from Ezzaier et
al. J. Magn. Magn. Mater. 459, 350 (2018) with the kind permission of Elsevier)

a syringe pump and in the presence of an external magnetic field of a given
intensity H.

Once the field was applied, the nickel micropillars became magnetized
and started to attract magnetic nanoparticles and separate them from the
suspending liquid (water) building particle deposits around the micropil-
lars. Snapshots of nanoparticle deposits were recorded over time and some
of them are shown in Fig. 5. The upper row of snapshots shows the top view
of the micropillar arrays without captured nanoparticles, the middle and the
bottom rows show nanoparticle deposits at the flow speed u = 0.71 mm/s
and 2.14 mm/s, respectively, at an applied magnetic field H = 13.5 kA/m,
nanoparticle volume fraction ϕ = 0.3 vol.% and elapsed time t = 60 min. Dif-
ferent columns correspond to different directions between the flow and the
magnetic field, characterized by an angle α. Qualitatively, the flow intensity
and orientation influence the shape of the deposits that evolve to a straight
pattern with increasing speed in the case of a square array with α = 0◦ [bot-
tom left snapshot in Fig. 5] or to honeycomb pattern in the case of hexagonal
array at α = 0◦ [4th column from the left on Fig. 5].



162 P. Kuzhir, H. Ezzaier, J.A. Marins, C. Magnet, Y. Izmaylov, C. Claudet

Fig. 6 Mason number de-
pendency of the capture ef-
ficiency at different dipolar
coupling parameters λ and
fixed values of ϕ = 0.3%,
α = 0◦ and for the square
array (reprinted from Ez-
zaier et al. J. Magn. Magn.
Mater. 459, 350 (2018) with
the kind permission of El-
sevier).

Quantitatively, experimental dependencies of the deposit area S on
elapsed time t were obtained by image processing of the snapshots. The
slope of the experimental S(t) curves was related to the capture efficiency
– the key parameter characterizing the separation performance – defined as
Λ = ln(ϕin/ϕout), with ϕin = ϕ and ϕout being the nanoparticle volume frac-
tions at the channel inlet and outlet respectively [11]. It has been shown that
the most important parameter affecting the capture efficiency is the Mason
number, defined as the ratio of hydrodynamic to magnetic forces acting on
nanoparticles:

Ma =
6ηuD

βµ0H2d2 , (3)

where D = 50µm is the micropillar diameter and β ≈ 0.9 is the magnetic
contrast factor of nanoparticles. Mason number dependency of the capture
efficiency Lambda is plotted in Fig. 6 for three different values of the applied
magnetic fields H and two different average diameters d of nanoparticles
(samples F1 with d = 68 nm and F2 with d = 42 nm).

Variations of d and H result in a variation in the dipolar coupling pa-
rameter [Eq. 1] in the range 0.1 ≤ λ ≤ 3.7. Three experimental Λ versus Ma
curves, corresponding to λ ≤ 0.5, are gathered along a straight line in log-
log scale and fitted by a scaling law Λ ∝ Ma−2 (dashed line on Fig. 6), while
the fourth curve with λ ≈ 0.1 shows a weaker Mason number dependency.
Experiments show that nanoparticle suspensions undergo phase separation
with appearance of bulk aggregates at λ ≥ 0.5 and ϕ = 0.3%. Intense shear
flows around the micropillars can disrupt nanoparticles from aggregates
such that the aggregate size is expected to be a decreasing function of the
Mason number. The combination of this effect with increasing convective
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flux transporting the aggregates could explain a strong decrease of the cap-
ture efficiency with Mason number (∆ ∝ Ma−2) for λ ≥ 0.5. Our theoretical
model predicts a quite similar behavior (∆ ∝ Ma−1.7) [4]. Notice that in the
considered range of the Mason numbers, the nanoparticle travel time is typi-
cally larger than the aggregation timescale τ∼ 1 min estimated in Sec. 3. This
leaves enough time to the nanoparticle to form micron-sized aggregates that
are efficiently captured by micropillars. However, nanoparticle suspensions
do not exhibit phase separation at λ=0.1 and ϕ = 0.3%. In this case, the cap-
ture efficiency of individual nanoparticles is only defined by a compromise
between convective and magnetophoretic fluxes resulting in a theoretical
scaling law ∆ ∝ Ma−1 [4] (solid line on Fig. 6), which fits reasonably well to
experimental points for λ=0.1 (triangles on Fig. 6). The effects of the parti-
cle concentration, magnetic field orientation and array geometry (square or
hexagonal) are analysed in details in [11].

5 Conclusions

In this work, we have briefly reviewed magnetic separation of nanoparticles
on a microfluidic scale. In the presence of an applied uniform magnetic field,
the nanoparticle suspension may undergo a phase separation, fully gov-
erned by the particle volume fraction ϕ and the dipolar coupling parame-
ter λ and accompanied by appearance of bulk needle-like aggregates. Such
field-induced aggregation strongly enhances the capture efficiency of mag-
netic particles on ordered arrays of magnetizable micropillars, especially
if the particle traveling time is larger than the aggregation timescale. The
capture of such aggregates by micropillars depends mostly on the ratio of
hydrodynamic-to-magnetic forces: the Mason number. Besides this, tuning
the array’s geometry and magnetic field orientation allows for the gener-
ation of particular patterns of nanoparticle deposits around the micropil-
lars minimally affected by the flow and providing a maximized retention
capacity. This could be useful for development of microscale magnetic sep-
arators for biomedical applications. In particular, we are currently working
on nanoparticle-based magneto-microfluidic immunoassays with enhanced
sensitivity.

We acknowledge the financial support of French government piloted by
ANR in framework of the Future Investments UCAJEDI project, ANR-15-
IDEX-01.



164 P. Kuzhir, H. Ezzaier, J.A. Marins, C. Magnet, Y. Izmaylov, C. Claudet

References

1. Svoboda J.: Magnetic Techniques for the Treatment of Materials, Kluwer Academic,
Dordrecht (2004)

2. Ambashta R.D., Sillanpää M.: Water purification using magnetic assistance: A review,
J. Hazardous Materials 180, 38 (2010)

3. Zborowski M., Chalmers J.J.: Magnetic cell separation, Elsevier, Amsterdam (2008)
4. Orlandi G., Kuzhir P. , Izmaylov Y., Marins J. A., Ezzaier H., Robert L., Doutre F.,

Noblin X., Lomenech C., Bossis G., Meunier A., Sandoz G., and Zubarev A.: Mi-
crofluidic separation of magnetic nanoparticles on an ordered array of magnetized
micropillars Phys. Rev. E 93, 062604 (2016)

5. P. Kuzhir, C. Magnet, H. Ezzaier, A.Zubarev, G.Bossis: Magnetic filtration of phase
separating ferrofluids: From basic concepts to microfluidic device J. Magn. Magn.
Mater. 431, 84 (2017).

6. C. Magnet, P. Kuzhir, G. Bossis, A. Meunier, S. Nave, A. Zubarev, C. Lomenech, and V.
Bashtovoi: Behavior of nanoparticle clouds around a magnetized microsphere under
magnetic and flow fields Phys. Rev. E 89 032310 (2014).

7. Ezzaier H., Alves Marins J., Razvin I., Abbas M., Ben Haj Amara A., Zubarev A.,
Kuzhir P.: Two-stage kinetics of field-induced aggregation of medium-sized magnetic
nanoparticles J. Chem. Phys. 146, 114902 (2017).

8. Magnet C., Kuzhir P., Bossis G., Meunier A., Suloeva L., Zubarev A.: Haloing in bi-
modal magnetic colloids: The role of field-induced phase separation Phys. Rev. E 86
011404 (2012).

9. Deng T., Prentiss M., Whitesides G.M.: Fabrication of magnetic microfiltration sys-
tems using soft lithography Appl. Phys. Lett. 80, 461 (2002)

10. Palfreyman J.J., van Belle F. , Lew W.-S., Mitrelias T., Bland J. A. C., Lopalco M.,
Bradley M.: Hybridization of Electrodeposited Magnetic Multilayer Micropillars
IEEE Trans. Magn. 43, 2439 (2007)

11. Ezzaier H.,Marins J. A., Schaub S., Amara B. H., Kuzhir P.: Capture of magnetic nano-
particles on ordered magnetizable arrays: A parametric study J. Magn. Magn. Mater.
459, 350 (2018)



165

Semiconductor lasers:
coherence and localized states

Stéphane Barland, Massimo Giudici,
Gian Luca Lippi

Abstract Semiconductor lasers are tiny optoelectronic devices that are rou-
tinely used in countless applications ranging from computer pointing de-
vices to optical data transmission. In addition to this, they can also serve as
a versatile experimental platform for the exploration of dynamical systems
and complex phenomena. In the following we discuss two phenomena that
can take place (in markedly different situations) at the laser light emission
threshold: the emergence of coherence and the formation of optical localized
states.

1 Introduction

Semiconductor lasers are ubiquitous in modern life and the fundamental
mechanisms that govern their light emission properties are most of the time
completely transparent to the user. However, in spite of their robustness
and apparent simplicity, those devices rely on delicate processes of inter-
action between light and matter. Among these, the one which is at the origin
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of their name is the process of light amplification by stimulated emission
of radiation. In this process, energy supplied to matter (in most cases via
the application of an electrical current) is converted into light. Thus, light
is amplified and matter is de-excited, which of course implies a nonlinear
mutual interaction. Since light that is generated by this process constantly
escapes the laser (it is a light emitting device), this amplification process
must be strong enough to overcome the exiting light flow. This balance im-
plies the existence of an energy input threshold for the stationary emission of
laser light. This simplified description hides a profound analysis of the laser
threshold, which proves it to be an example of phase transition in a system
out of thermodynamical equilibrium, since energy is constantly flowing in
and out. Thus, semiconductor lasers can be used as model systems for the
analysis of very general phenomena that can take place at phase transitions.
In the following, we illustrate this approach by discussing two specific phe-
nomena: the emergence of coherence and that of localized states.

2 Collective behavior of small systems: threshold crossing in
micro- and nanolasers

A change in macroscopic state is a feature that occurs in a multitude of phys-
ical and non-physical systems. In everyday life this can be observed, for in-
stance, in the change between ice and liquid water, or in the ordered state
(magnetic) vs. the disordered state (non-magnetic) in iron. Lasers belong to
this same class of phenomena even though their property, unlike the two
previous examples, may not be intuitively associated with a phase transi-
tion. One basic feature, which is common to the first two systems, is the
large number of “elements" that participate in the interaction: in the case of
water and iron, the atomic density is so large that even a tiny volume (say
1mm3) includes upwards of 1018 atoms (or molecules), thus justifying the so-
called thermodynamic limit, i.e., the limit of infinite system size. In lasers the
“elements" are the number of modes of the electromagnetic field resonant in
the cavity1 volume (i.e., in three dimensions): this number, though not quite
as large as that of the previous examples, easily amounts to 105 − 106 even
for a tiny semiconductor laser (e.g., a laser pointer), thus the thermodynamic
limit still represents a good approximation [1].

Recent progress in miniaturization has led to the investigation of phe-
nomena at the nanoscale, opening up new questions rooted in the finite size
of the sample where the collective behavior is sought. Lasers play a substan-
tial role in this quest thanks to their comparatively already small number of

1 cavity: an optical resonator, in many cases consisting of mirrors facing each other.
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constituents compared to solids or liquids. As such, they play a double role
of model system on the one hand, and of actual devices on the other hand, on
which one can experiment and understand the modifications that the finite
size brings to the collective behavior. In addition to the fundamental aspects
of small sample behavior, nanolasers (i.e., lasers with submicrometric cavity
volumes) are very appealing, for instance, as candidates for sources of coher-
ent light directly integrated into future all-optical chips to replace today’s
electronics, but also as probes at the cellular scale for biomedical applica-
tions. However, in order to obtain a “correct" lasing behavior (i.e., coherent
light) these nanodevices have to undergo the phase transition typical of their
larger counterparts. This is easier said than done: the technological construc-
tion progress has certainly led to sub-wavelength light emitting sources but
the questions on their “phase transition" have remained largely unanswered
for the past thirty years. Two main elements are responsible for this failure:
the lack of instrumentation capable of giving a thorough characterization of
laser output at the very low photon flux emitted by a nanodevice, and the
difficulty in setting up and treating models capable of handling a finite, but
not small, number of components (here, emitters and cavity modes).

Rather than tackling the problem of the smallest devices, for the past few
years we have been working on the characterization, both experimental [2]
and numerical [3], of increasingly smaller lasers, starting from the usual
macroscopic ones and leading towards the nanoscale. This choice presents
the double advantage of following the gradual evolution of the features of
the phase transition away from the thermodynamic limit, while allowing for
a complete experimental characterization, thanks to the use of the most ad-
vanced instrumentation, still usable at the photon flux levels typical of the
mesoscopic scale (intermediate between the macro- and the nanoscale) [4].
Our main findings, presented in detail in [4] together with other results on
this topic, can be summarized by Fig. 1, which shows the “unfolding" of the
laser threshold – i.e., the sharp transition of the macroscopic device (blue
sketch in the bottom right corner of the figure) – into an ensemble of points.
Each distinctive point is characterized by a physical feature and occurs at
well-separated values of the energy supplied to the device – all points col-
lapse together onto a single value for the power supplied to the device in
macroscopic systems. Point B corresponds to the emergence of coherent os-
cillations between the two main variables that describe the physics of lasers
(photon number and population inversion); point C to the largest amplitude
self-induced oscillations in the output power and point D to the reaching of
fully coherent emission (the Poisson statistics typical of proper lasing). Point
A corresponds to desultory and uncorrelated laser pulses, interspersed with
exclusively spontaneous photons, which precede the true continuous emis-
sion lasing. It is important to realize that these different regimes correspond
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Fig. 1 Schematic of the principle of the response – output number of photons – of a
nanolaser (β = 0.1: fraction of the spontaneous emission coupled into the lasing mode) to
external excitation – number of excited emitters per second (pump rate). The average pho-
ton lifetime in the cavity is taken to be 10−11s, thus at any time there are a few tens or hun-
dred emitters excited, whence the relatively small number of photons available. The blue
diagram, bottom right, represents the schematic shape of the response of a macrolaser,
with its characteristic break in the line (threshold) of laser output. For the nanolaser the
curve is smooth and threshold “unfolds" into an ensemble of separate points, as discussed
in the text. The red point corresponds to the balance between the gain (from the external
energy input) and losses, one of the criteria used to identify the macrolaser threshold.

to independent characterizations of threshold given for macroscopic lasers
and collapse into a single point in large systems.

One important feature of these small devices is that they can also serve as
generic models systems for complex systems. One example taken from ev-
eryday life is the dynamics of applause [5]. We know from experience that
large groups can spontaneously produce synchronized clapping but that in
smaller groups – barring previous agreements or signals in the crowd – syn-
chronization does not easily occur (the group size could be mapped into the
pump rate in Fig. 1). As an analogy, we could connect the first regime (A)
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with the clapping of a few isolated people in an audience, (B) with the start-
ing of applause that becomes more vigorous, yet disorderly, in (C) and may
eventually reach synchronization (D). Of course this is only an analogy, but
the information that can be gathered from a simpler system (in a laser there
is no influence of group psychology or other external effects) may help iden-
tifying basic features that are common to many other complex systems as a
function of system size.

3 Localized states

The spontaneous formation of spatial structures is a fascinating phenomenon
whose understanding made a giant leap with the seminal work of Alan Tur-
ing on the chemical basis of morphogenesis in the biological realm [6]. Since
that work, the dominant role of spatial coupling and nonlinear interactions
in the formation of spatial structures has been established in many contexts
such as liquid crystals, chemical reactions, solidification or fluid dynamics
to name a few (see e.g., [7]). With that in mind, one can expect that semi-
conductor lasers, out of equilibrium systems where (diffracting) light and
(diffusing) matter interact nonlinearly, can support the formation of spatial
structures. One particularly interesting case is that of so called localized struc-
tures, which can be generally viewed as domains of finite size enclosed by
stationary fronts [8]. Such structures have been observed in a variety of sys-
tems, from plant ecology to nonlinear optics [9]. Of course, such structures
whose formation is dominated by nonlinearity and which are only mildly
influenced by boundary conditions can only exist in systems whose spatial
extension is large enough. Thus, in contrast to the case discussed above in
section 2 where the laser device was chosen to have an extremely small spa-
tial extension, here we consider semiconductor lasers that are large enough
to host optical localized states. In this specific context we focus much less on
the statistical or spectral properties of the electric field and a very efficient
description of the device can be obtained by considering the mean field dy-
namics, which describes the slowly varying amplitude of a coherent electric
field without considering spontaneous emission. Then, the laser phase tran-
sition described in section 2 is described in terms of a supercritical Hopf bi-
furcation. On the other hand, localized states appear as a result of a subcritical
bifurcation since they must connect asymptotically to some other stable so-
lution. This can be achieved in a variety of ways and we have demonstrated
experimentally the existence of optical localized states in several configu-
rations, including applying an external forcing [10] or inserting in the laser
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Fig. 2 Generation of localized states in a broad area semiconductor laser. a) stable homo-
geneous solution. Full width of the image is 200 micrometers. b) bistable and mutually
independent localized states consisting of high light intensity emission can be addressed
by suitable optical perturbations. From [10] c,d): Temporal localized states generation in
the output of a semiconductor laser. Localized states in the cavity are represented by the
black trace while the bias current pulse used for writing the localized state is represented
in color code. Panel c) writing of a temporal localized states by an electrical pulse in the
pumping current starting from a situation where one localized state was present before
the addressing pulse. Panel d) shows the erasing of one temporal localized state by a neg-
ative electrical pulse from a situation where five localized states were present. From [12].

device an element whose optical absorption varies with the amount of light
it receives [11].

3.1 Localized states along propagation direction

One common point of those experiments is that the spatial extension of the
device was transverse to the direction of propagation of the field. In more
recent works we have addressed the question of whether the concept of lo-
calized states can be extended to the time domain or, equivalently, to the
propagation direction of the electromagnetic field where localized states ap-
pear in the form of pulses of light. In this context, the system size is given by
the longitudinal dimension of the resonator and the notion of large-aspect
ratio can be formulated by requiring that the cavity round-trip time T must
be much larger than the active material timescales τ. We have implemented
temporal localized states in a passively pulsing mode-locked semiconductor
external cavity lasers in the limit T� τ, see Fig. 2 c,d). For the proper system
parameter the bifurcation from stationary solution to mode-locked pulsing
occurs subcritically, thus leading to a favorable situation for generation of
localized states [13].

These results pave the way towards observation of spatio-temporal local-
ized structures, also called Light Bullets. Since the pioneer work of Silber-
berg in the beginning of ’90, these light bullets have been actively sought in
the last 25 years. Despite the efforts made, robust light bullets have never



Semiconductor lasers: coherence and localized states 171

been observed experimentally because the equilibrium between nonlinear-
ities and spatio-temporal mechanisms spreading the pulse is very fragile.
Beyond their fundamental interest, light bullets are very attractive for their
applications. In particular, when used as fundamental bits for information
processing, they are forecasted to enable reaching a THz bandwidth. The
above described results suggest that dissipative light may be obtained in a
broad-area semiconductor laser coupled to a distant saturable absorber. In
a dissipative environment light bullets will be robust and individually ad-
dressable, thus allowing for three dimensional optical buffering of light bits.

3.2 Spatially extended or delayed systems

As described above, localized states can form in spatially extended media.
However, we have recently been extending this idea to the case of delayed dy-
namical systems, which is a scheme which can be explored experimentally
very conveniently with semiconductor lasers. In practice, the approach is to
consider the semiconductor laser as a nonlinear node of essentially vanish-
ing spatial extension (therefore, modeled as a low dimensional dynamical
system) and to place in front of it a mirror that will reinject into the non-
linear node some of the light it has emitted some time before. Such a con-
figuration can be conveniently modeled by adding to the nonlinear node a
delayed term which represents this optical reinjection. It was shown many
years ago [14] that a simple nonlinear node near a supercritical Hopf bi-
furcation can, in the presence of delayed feedback, give rise to convective-
type instabilities and that large classes of delayed dynamical systems can be
mapped onto an evolution rule for a spatially extended system with drift
and diffusion. The extension of these results to other situations (vicinity of
subcritical bifurcations for instance) is nontrivial and fascinating, with the
observation in [15] of front dynamics very similar to those observed in spa-
tially extended media. In [16,17], we have demonstrated experimentally that
repulsive front interactions, which would normally lead to one phase filling
the whole delayed system, can be tamed by pinning fronts to a temporal
modulation. We have developed similar arguments in the neighborhood of
a saddle-node on a circle bifurcation, i.e., in a case where the nonlinear el-
ement is a "neuron-like" excitable node, subject to a delayed retro-action. In
that case, we have observed attractive and repulsive interactions as well as
elastic collisions of localized states of light [18, 19]. Although mathematical
demonstrations are lacking, our results strongly suggest that very similar
mechanisms of homoclinic snaking can be invoked to describe the stability
property of localized states in spatially extended and delayed systems.
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4 Conclusion

In the preceding pages we have briefly reviewed some recent research topics
that can be conveniently addressed using semiconductor lasers as an exper-
imental platform. Of course, the ideas put forward here are far from exhaus-
tive and many other general phenomena can be studied on these devices.
Due to the typical time scales of semiconductor lasers (nanosecond and be-
low), very large experimental data sets can be collected relatively easily, ren-
dering these experiments particularly appealing for the analysis of low- or
high-dimensional chaos, synchronization, slow-fast dynamics, phase transi-
tions, stochastic phenomena, dissipative solitons and rare or extreme events.
In addition, the ubiquity of these devices in modern data transmission sys-
tems also make them ideal candidates for the design of novel data process-
ing schemes, which leverage nonlinear optical dynamics. In this direction,
the chase of light bullets as three dimensional light bubbles able to carry op-
tical information, or the exploration of neuromimetic optical dynamics for
bio-inspired optical information processing are current research projects at
the Institut de Physique de Nice.
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